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No matter how powerful or elegant the technologies underlying multimedia computing, it is the user interfa
ultimately determines how these systems will be used. We provide an overview of two emerging areas of us
face research that will play major roles in future multimedia systems: virtual environments and ubiquitous c
ing. We discuss what they are and why they are important, and describe their relationship to current mu
systems.

While mouse and window-based user interfaces provide access to 2D graphics, video, and sound, virtual
ments not only involve interactive 3D graphics, but further address all our senses through the use of spati
haptics, and other modalities. While it is still a research goal to provide high-throughput video on demand, 
tous computing will require that multimedia network infrastructure also support extremely low-latency inter
among large numbers of mobile wireless users. To arrive at an understanding of the needs, capabilities, a
tial of these new paradigms, we introduce their terminology and technology, and explain the basic system a
tures being explored, leading up to a discussion of key current research issues and future directions.

1  Introduction

A glance at the proceedings of recent conferences on human-computer interaction reveals that multimedia
the most active areas of research in the user-interface community. Most of this work takes the current desk
puting environment as a given: a workstation with one or more video displays for output, a keyboard and mo
input, and increasingly, high-quality audio. Our goal here is to examine a companion set of research area
beyond this existing hardware technology to ask how people will interact with future computers that will be
different physically from the ones we use now.

The place computers currently occupy in our lives is a function of their capabilities, size, expense, and n
ing technology. High-quality displays are extremely large and expensive, and real-time high-performan
graphics hardware, although now available on PCs, still remains a relatively high-end option. Handwritin
speech recognition are tantalizingly close, yet still not mature. With the exception of a few low-bandwidth w
networking technologies, connected computers are usually stationary computers. Because a computer is 
cant investment, people generally need to justify owning one and are unlikely to own many. This has led
mentality of having a single “personal” computer, perhaps supplemented by a lower-powered portable lap
hand-held computer. Given the capabilities and price of current commodity computers, this mindset is justifi

However, this situation will soon change. Two major paradigms that will eventually redefine how we in
with computers are virtual environments and ubiquitous computing. Virtual environments are synthesized worlds
created by coupling 3D interaction devices and displays with powerful multimedia computers. Ubiquitous comput-
ing is a term coined by Mark Weiser [Weiser 1991] to describe a future in which we are surrounded in our ev
life by a multitude of computers so numerous, yet so unremarkable, that we barely know they are there.

In this article, we examine some of the work that has been done in these two fields and explore where 
heading. First, we review their often-confusing terminology and provide a brief historical overview. Since
fields rely largely on relatively unusual, and largely immature, hardware technologies, we next provide a hig
introduction to important hardware issues. This is followed by a description of the key approaches to system
tecture used by current researchers. We then build on the background provided by these sections to lay ou
current research issues and directions for future work. Throughout, we attempt to emphasize the many 
which virtual environments and ubiquitous computing can complement each other, creating an exciting ne
of multimedia computing that is far more powerful than either approach would make possible alone.
e-mail: bm@cs.columbia.edu
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1.1  Terminology

Many terms are currently in use to refer to the concepts discussed in this article. To begin with, we prefer t
virtual worlds or virtual environments to the more commonly used virtual reality. The term virtual reality promises
far more than our technology can currently deliver and has been so abused by the media that it means s
different to almost everyone. It has been variously used to describe user interfaces ranging from synthesize
cal environments presented on head-mounted displays (HMDs), to ordinary 3D graphics displayed on conv
CRTs, to text-based multi-user games. We use virtual worlds or virtual environments to refer in general t
puter-based systems that are 3D rather than 2D, interactive as opposed to passive, and which use on
devices that attempt to provide a sense of spatial “presence” to the user, be it visual, auditory, or tactile.
these devices are head-tracked displays and stereo displays (both visual and audio), hand trackers, and h
plays, all of which we describe later.

Artificial reality is a term coined by Myron Krueger [Krueger 1991]. While he intended it to describe vi
environments in general, it is now popularly used to refer to unencumbered virtual environments that do not
that the user wear special hardware to experience and control a virtual environment. Krueger and others h
systems based on this paradigm, using projection displays and video-based tracking [Krueger 1993; Vinc
Wyshynski 1993].

Augmented reality refers to the use of see-through displays to overlay computer-generated graphics on th
view of the real world. Current systems use see-through HMDs [Bajura et al. 1992; Feiner et al. 1993b] but
no reason that hand-held displays could not also be used. In either case, the user’s head must be tracked
the system to render accurate graphics that register properly with the real world.

Telepresence refers to the sense of being someplace other than where you are. One precursor to comput
virtual environments used an HMD that was coupled to a pair of cameras at a remote location. When th
head moved, the remote cameras moved analogously, giving a strong sense of telepresence. (Videocon
systems are often claimed to provide a partial feeling of telepresence).

Teleoperation systems allow the user to perform some task at a distance, typically by manipulating a mast
troller that causes a remote slave effector to mimic the master controller’s movements. The slave effector o
vides signals back to the master for force feedback. Telerobotics systems control robots remotely.

Ubiquitous computing refers to an environment in which a large number of computers, ranging from hundre
palm-sized to a few wall-sized units will be seamlessly integrated into our immediate surroundings, conne
wireless networks. When this happens, computers will be so commonplace that we will be no more aware
than we are of any other tools we use to accomplish day-to-day tasks. Weiser draws an analogy to the
motor: at one time, motors were major investments, while today, they are small and cheap. We are not con
aware of all the motors around us. For example, there are dozens of electric motors embedded in a car, b
not normally think of them as we operate the electric windows, locks, wipers, or ignition.

In a ubiquitous computing environment, people as well as computers will be tracked as they move abou
this information, a computer would adapt transparently to the preferences of the person using it; the not
“personal” computer would become superfluous, as all computers would be aware of a user’s preferen
respond in a predictable way. Unlike most other tools, computers currently become the central focus of
instead of simply assisting with it. In a ubiquitous computing environment, computers stay in the backgrou
allow people to concentrate on the task itself.

Ubiquitous computing, with its promise of small, plentiful computers, has also been associated with sever
terms. Over the past few years, small hand-held computers known somewhat ambitiously as personal digital assis-
tants (PDAs) have begun to appear on the market. Current systems offer little more than calendar, calculat
pad, address-book, and phone/fax/email functions. However, the popular image of where these devices ar
is exemplified by Apple’s hypothetical Knowledge Navigator [Dubberly and Mitch 1987], a device that know
mate details about its owner, and can use this information to intelligently assist the owner in managing the
life.

One of the enabling software technologies for future PDAs will be agents. Agents are small semi-autonomou
programs that can perform specific activities on behalf of a computer user or even another computer p
Thanks in part to the popularity of the videotape that first presented the Knowledge Navigator and earlier 
fiction that inspired it, agents are often depicted as having a human persona that implies the sophisticate
ranging skills of a personal assistant or butler.

Finally, computer augmented environments is a term used by Pierre Wellner, Wendy Mackay, and Rich G
[Wellner et al. 1993] to refer to any technology that adds computational power to the real world. This is an
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tionally broad concept, ranging from the physically embedded machines of ubiquitous computing to the o
graphics of a projection display or a see-through head-worn display.

1.2  Virtual Environments, Ubiquitous Computing, and Multimedia

Most proponents of ubiquitous computing agree with Weiser that the “most diametrically opposed [environm
our vision is the notion of virtual reality, which attempts to make a world inside the computer” [Weiser 1
While he notes several applications that will benefit strongly from virtual reality, such as games and virtua
throughs of inaccessible environments, he argues that “virtual reality” is not appropriate for day-to-day use
average user. Here, Weiser is using the term to refer to virtual environments that use today’s cumbersome,
olution, opaque HMDs and gloves to shut the user off from friends, colleagues, and all the richness of 
world. 

We agree that even when far better versions of these technologies become available, self-contained virt
ronments may still have relatively limited uses. In contrast, however, we believe that virtual environments 
eral will play a major role in the future of ubiquitous computing. This can be possible by extending the vis
ubiquitous computing to include descendants of the technologies used in current augmented reality resear
detractors of HMDs point out that people will not want to wear bulky hardware on a daily basis. But, tr
today’s user-interface hardware as if it would not improve is like predicting that people will never want to
around high-performance computers because they will weigh too much. Just as surely as computers will ge
erably smaller, today’s bulky HMDs will be replaced by lightweight, comfortable, inexpensive, and attra
glasses-like displays. In many ways, the see-through display has the potential to be the Sony Walkman of 
21st century.

Both virtual environments and ubiquitous computing are inherently multimedia paradigms. Virtual environ
can involve all the senses: visual, auditory and tactile components can be combined to create convincin
worlds. Furthermore, these worlds involve not only synthesized material (e.g., computer graphics) and r
material (e.g., video), but, in the case of augmented reality, the surrounding real world itself.

Ubiquitous computing also naturally integrates all the traditional digital media: text, audio, synthesized gr
and video. However, because of the large number of displays available per person, the potential for intensiv
multimedia is significantly better than with current technologies. An entire display can be devoted to a vide
nection or still image and left that way for long periods of time. Audio will become more important as the pr
ation of displays increases the need to use clearly identifiable sounds to call attention to important informa
minimize confusion. Moreover, many of the issues that need to be addressed in conventional multimedia s
such as network and operating system support, are vital to the success of virtual environments and ubiquito
puting.

1.3  Historical Overview

In this section we briefly highlight some of the important milestones in the history of virtual environment
ubiquitous computing. For a more thorough history of virtual environments, see [Kalawski 1993]. For an int
tion to ubiquitous computing, see [Weiser 1991] or [Weiser 1993a]. 

It is interesting that the first examples of virtual environments did not use computers. Morton Heilig devel
machine called the Sensorama [Heilig 1962] whose demo took the user on a virtual motorcycle ride throu
York that addressed many of the senses simultaneously: visual (movie images), auditory (stereo sound
(vibrations and wind) and olfactory (city smells). He also invented an immersive stereoscopic HMD for v
auditory and olfactory stimulation [Heilig 1960]. Early flight simulators created virtual environments withou
aid of computers by using user-controlled live video, generated by shooting model boards with servo-driv
cameras [Schachter 1983].

In 1965, Ivan Sutherland gave a talk at the IFIP conference in which he described his notion of the “ultim
play,” a room in which synthesized objects would be as convincing to all our senses as real 
[Sutherland 1965]. Over the next several years, he developed the first virtual environment with a head
HMD. Sutherland’s system presented 3D vector graphics on small CRTs worn at the sides of the user’s h
optical path was folded using half-silvered mirror beamsplitters, also making it the first augmented reality s

Inspired by Sutherland’s talk on the ultimate display, Fred Brooks began work on haptic displays that 
force and torque, combined with 3D graphics, many of which have been tested in prototype biomolecular m
applications [Brooks 1988].
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In the early 1970’s, Michael Noll built a prototype computer-based 3D force feedback device. It used pote
eters to sense the position of a small knob on a vertical shaft and computer-driven motors to control th
exerted on the knob [Noll 1972]. The user could hold the knob and move it within a 10" cube to explore a sim
object, whose surfaces could be varied dynamically from hard to rubbery.

Starting in the 1970’s, Myron Krueger built a number of systems that carefully avoided technologies that e
bered the user with bulky wearable displays and sensors, opting instead for display and tracking approac
traded off physical immersion for comfort and appeal [Krueger 1991].

Researchers at NASA Ames [Fisher et al. 1986] developed many of the key ideas in modern virtual enviro
in the 1980’s, including color stereo HMDs and spatial sound [Wenzel and Foster 1990]. In the mid 1980’
Research created the DataGlove and popularized the HMD, both of which gained considerable media atte
the succeeding years, dozens of virtual environments development and consulting firms, and many resea
have been formed.

The roots of ubiquitous computing lie in the history of personal computing, beginning with the pioneering
of Alan Kay and his colleagues at Xerox PARC in the 1970’s. They proposed the Dynabook, a powerful boo
computer intended for use by anyone, from children to adults [Kay 1977]

As interest in PDAs grew in the mid-1980’s, many researchers proposed that PDAs would one day serve
ligent agents that would perform a variety of tasks, from searching databases to buying airline tickets [D
and Mitch 1987]. Not everyone was enamored by the prospect of a world filled with anthropomorphic ass
Ubiquitous computing research began at Xerox PARC in the late 1980’s to explore an alternative view of th
future computers would occupy in everyday life [Weiser 1993a]. 

2  Hardware Technology

In this section we provide a high-level overview of the hardware used in current virtual environment and ubiq
computing systems: spatial trackers, and graphics, audio, and haptic displays and interaction devices. Ra
trying to offer comprehensive coverage, we include just enough detail to allow the reader to understand the
ities available at the user interface. 

2.1  Spatial Trackers

A variety of spatial tracking systems exist that measure and report information about position, orientation, a
ation, or joint angles. For example, six-degree-of-freedom (6DOF) sensors provide both 3D position and 3D
tation information. Two 6DOF tracker technologies are currently in popular use: electromagnetic and ultras

Electromagnetic trackers, produced by Polhemus and Ascension, use a stationary transmitter that conta
mutually orthogonal coils, embedded in a cube that ranges from a few inches to a foot on a side. The c
pulsed in sequence with an electrical signal so that each produces a magnetic field. A smaller receiver, a cu
an inch on a side, contains three coils that sense the transmitter’s magnetic fields, enabling the system to d
the receiver’s position and orientation. Depending on the system, the receivers can be tracked to a distance

(a) (b)

Figure 1: Two popular spatial tracking technologies. (a) Electromagnetic (Ascension Technologies Flock of Birds, cou
Ascension Technologies, Inc.), (b) Ultrasonic (Logitech Flying Mouse, courtesy Logitech Inc.)
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three to twenty feet from the transmitter. Electromagnetic trackers do not require a direct line of sight b
tracker and receiver, but they are sensitive to metallic objects and magnetic fields (Figure 1a).

Ultrasonic trackers, such as the Logitech tracker, use a stationary transmitter that contains three smal
(speakers) arranged in a triangle, that emit a series of ultrasonic pulses. The receiver contains three sma
phones that sense the pulses. Based on the delay between when the pulses were transmitted and receive
tem can determine the distance between each speaker and each microphone, and hence the relative posit
microphone. From these three positions, the orientation of the receiver can be recovered. Ultrasonic tracker
affected by the presence of metal or magnetic fields, but are sensitive to noise and reflections, and requir
line of sight between transmitter and receiver (Figure 1b).

The accuracy and precision of both electromagnetic and ultrasonic trackers leave much to be desired, tho
can measure position within a small fraction of an inch and orientation within a small fraction of degree. Bot
nologies also currently require a cable from the receiver to an electronics box.

Optical tracking systems use video cameras to track objects. Two approaches to optical tracking exist, w
often referred to as outside-in and inside-out. Outside-in systems position cameras in the world that can see
objects they are supposed to be tracking. By using two or more cameras, accurate 6DOF tracking is possi
controlled conditions. For example, some systems require that the objects to be tracked have visual aids at
them, such as LEDs (e.g., [Gaertner 1992]) or markings. Inside-out systems attach cameras to the objects to
tracked. By watching how the world moves around the camera, the position and orientation of the came
thus the object to which they are attached) can be determined. As with outside-in tracking, existing system
work in general environments. For example, the University of North Carolina at Chapel Hill (UNC) room-
inside-out tracker uses a ceiling whose tiles contain a dense grid of LEDs [Fuchs et al. 1990].

Several other technologies for tracking position or orientation are also being explored. These include gyro
magnetic compasses, inclinometers, and accelerometers, which can be used to create self-contained, wea
tems that do not require an external transmitter or receiver.

Coarser-grained position-only tracking can be accomplished worldwide through the global positioning system
(GPS). GPS receivers receive signals from positioning satellites maintained by the US government[Gettin
and use these signals to determine the absolute position of the GPS receiver’s antenna on the earth. Accur
rently quite coarse, reporting positional information that can be off by tens of meters. Much better accuracy
obtained by positioning an additional receiver and transmitter in a precisely known position and having it bro
corrections based on the difference between its computed and known positions. This technique is called differential
GPS and can result in accuracies of less than one meter. An even more accurate kind of GPS system com
phase of GPS signals at a stationary receiver with the phase of signals received by the moving receiver,
achieve centimeter-level accuracy in real time.

Figure 2: The University of North Carolina at Chapel Hill optical tracking system. The ceiling above the user is instrum
with a dense grid of LEDs. The system computes the users head position based on the set of LEDs visible to each of th

mounted on his head. (Courtesy of Ronald Azuma, University of North Carolina at Chapel Hill)
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One local, coarse-grained tracking system is based on wearable active badges [Want et al. 1992]. An active bade
contains a small infrared transmitter that periodically transmits a unique identifier associated with the owne
badge. The transmissions are detected at a short range by receivers placed in the rooms and hallways of 
being monitored. This makes it possible to tell which room or section of hallway is occupied by the person w
the badge. Because IR is fairly directional and requires a relatively clear line-of-sight for reception, users d
privacy can simply put the badge in a pocket, preventing the receivers from picking up the transmitted sign

Instrumented gloves, such as the VPL DataGlove [Zimmerman et al. 1987], Virtex CyberGlove, and Exo
terous Hand Master, provide information about finger joint angles. The DataGlove accomplishes this with 
ten fiber-optic cables, one for each of the first two joints of the hand’s five fingers. Each cable is run in a loo
the back of its finger, and damaged where it passed over its assigned joint. A tiny LED at one end of the cab
photosensor at the other measure the amount of light that passes through the cable. The more the finger
the joint being measured by the cable, the more light is lost, providing an indirect measure of the joint an
addition, the position and orientation of one part of the glove is measured by an electromagnetic 6DOF sen
technologies used to build gloves can also be applied to track more of the user’s body, as part of a “data su

A low-cost system for finger acceleration tracking has been prototyped which uses accelerometers on ea
[Fukumoto and Suenaga 1994]. The developers propose using their system as a “full-time wearable interf
which any solid surface could serve as a chord keyboard.

Camera-based approaches make it possible to track hands and bodies without requiring the user to we
apparatus. While general computer vision-based solutions will eventually predominate, it is currently pos
process the user’s silhouette to recognize coarse hand and body poses in real time [Krueger 1991; Vin
Wyshynski 1993; Wellner 1993].

Eye-tracking technology has been under development for over a decade. In one approach, an infrared l
minates the user’s eye and an infrared-sensitive camera tracks the dark pupil, which reflects much less of 
red than the rest of the eye. This system can measure eye orientation within less than a degree, but require
user wear a head-mounted camera or be positioned in front of a stationary camera. An alternative approa
tors the electrical impulses to the muscles around the eye; to date, these systems can only discriminate b
few very large areas over the user’s entire visual field. In all cases, eye-tracking systems must contend with
tary eye movements (saccades) that all users make, and the fact that the eye motion is already part of o
activity: trying to use the eyes to point can result in the so-called “Midas touch” phenomenon, in which a c
look has unfortunate consequences.

2.2  Graphics Displays and Input

The graphics displays used to create virtual environments are often categorized as immersive displays, which sur-
round the viewer with graphics, and non-immersive displays, which do not. There are two basic kinds of immers
displays, both of which provide a sense of presence by filling up a relatively large amount of the user’s 
view: head-mounted displays (HMDs) and surround displays. 

An HMD is actually mounted on the user’s head, and contains one or two displays viewed through specia
that are designed to allow the user to focus on the displays comfortably (see Figure 3). Two displays allow
viewing, while one display may be designed to be viewed by one or both eyes. HMDs are usually used in c
tion with a 6DOF tracker to allow the material being viewed to depend on the position and orientation of the
head. This makes it possible to build up a virtual environment that appears to surround the user as he or s
and looks about. 

In contrast, surround display systems surround the user, not just his or her head. This can be accomp
building a room whose walls, and possibly floor and ceiling, are themselves displays. One approach is to m
such surface into a rear-projection video screen [Cruz-Neira et al. 1993; Deering 1993], as is done in the
shown in Figure 4. To provide stereoscopy and sensitivity to head position, these systems are often used w
reoscopic display system and a head position tracker. One current stereo display technology that is espec
suited for this application relies on eyewear with liquid crystal lenses whose opacity can be controlled by im
ing a voltage across them. Left and right eye images are alternately displayed on each screen at double the
frame rate. The lenses are controlled in synchronization with the display, so that the left lens is transpar
when the left eye’s image is displayed, and the right lens is transparent only when the right eye’s image
played.

Another distinction is between opaque and see-through displays. Opaque displays block the users view of 
real world and present the user with a synthesized visual environment. In contrast, see-through displays
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graphics on the user’s view of the real world. Both opaque and see-through displays can be head-mounte
held, or stationary. 

Current see-through displays use either optical combiners (essentially, half-silvered mirrors) to overlay g
onto the world, or videomixing to merge a video image of the world with graphics on an opaque display. The
optical combiners means that all overlaid graphics will be transparent, but allows the user to see the real wo
the full field of view and acuity that their visual system can provide. In contrast, videomixing allows opacity
trol at the level of an individual pixel. However, it reduces the user’s visual experience of the real world to th
lution and field of view of the opaque HMD and introduces additional lag via the video circuitry. Further
unless a videomixed HMD’s cameras can be located at positions equivalent to those of the user’s eyes, the
the world will be offset. 

Non-immersive displays range from conventional CRTs to wall-sized displays. These are usually used wi
combination of head-tracking and stereo, exploiting the same technologies used for surround systems. T
fish-tank virtual worlds or desktop virtual worlds are often used for these systems. The first term derives from
illusion that there is a cubic 3D volume inside the CRT “fish tank.”

In describing his group’s work on ubiquitous computing, Weiser mentions three basic classes of displa
“tabs” that can be held in one’s palm (Figure 5a), hand-held “pads” (Figure 5b), and wall-mounted “boards
ure 6) [Weiser 1991]. As pointed out before, while ubiquitous computing and virtual environments have som
been presented as polar opposites, many of the displays used in virtual environments could also play an i
role in ubiquitous computing. For example, Fitzmaurice [Fitzmaurice 1993] describes the Chameleon, a ha
LCD display, fitted with a 6DOF tracker, and used as a movable window onto a 3D information space. It co
classified as both a ubiquitous computing and a virtual environment device. The techniques used by the Ch
could be applied quite naturally to a see-through hand-held display to create an even richer information spa

Ubiquitous computing and virtual environments employ a wide range of interaction devices that are as v
the displays. The three classes of ubiquitous computing devices discussed in [Weiser 1991] all use pens 

Figure 3: A see-through head-mounted display. (Courtesy of Virtual I/O Inc.)

(a) (b)

Figure 4: The CAVE. (a) The user wears liquid crystal stereo glasses to perceive 3D effects. (b) Images are projected on
walls, which are rear-projection screens, and directly onto the floor. Mirrors are used to fold the optical paths from the 

projectors to minimize the amount of space needed outside the CAVE. (Courtesy of Carolina Cruz-Neira, University of I
Chicago)
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because that seems to be the most suitable input device for hand-held and wall-mounted displays. Of cour
tional keyboard devices are also used, especially for entering large amounts of data. In contrast, virtual 
ments researchers have explored many different kinds of 3D input devices and techniques. These includ
hand gesture recognition (e.g., using an instrumented glove) and hand-held “interaction controllers,” suc
Digital Image Design Cricket, shown in Figure 7.

(a) (b)

Figure 5: (a) The PARCTab is an example of a display used in a ubiquitous computing environment. It has a low resolu
play, pen interface, three buttons and an infrared link for wireless communication. (Courtesy of Xerox PARC.) (b) The 

CruisePad is an example of a hand-held pad sized display. (Courtesy of Zenith Data Systems Corporation.)

Figure 6: The Xerox Liveboard is an example of a wall-sized display. (Courtesy of Xerox LiveWorks.)

Figure 7: The Cricket, a 3D interaction device used in virtual environments. The flat front face of the left Cricket has t
microphones for use with a 6DOF ultrasonic tracking system. The array of small circular bumps seen on the handle of 

Cricket provides haptic feedback. (Courtesy of Digital Image Design)
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2.3  Audio Displays and Input

Most virtual environments and ubiquitous computing research, like most 2D computing environments
emphasized the use of graphical displays and input. Nevertheless, many researchers in these areas 
exploring the use of sound. In virtual environments, this work has concentrated mostly on audio output to 
properties of virtual objects, and their interactions, that might be difficult to see visually, and on the use of
input to accompany, disambiguate, or replace gestures. In ubiquitous computing, the emphasis has been on
ing portable computers with wireless telephone services to create personal communicators.

In current multimedia systems, sound output has usually been treated as a companion to graphics prese
flat display flanked by stereo speakers—video and audio are both wedded to the screen. However, just 
tracked 3D graphics can create a compelling sense of visual immersion, head-tracked 3D sound [Begault 1
immerse the listener in a surrounding audio environment. Similar to the way that the image of an object 
space changes depending on its distance and orientation relative to the viewer’s eyes, the sound of a
changes as a function of its distance and orientation relative to the listener’s ears. In the case of stereo, left
ears hear a sound differently, just as left and right eyes see an object differently. 3D sound can be especia
for helping the listener make sense of what would otherwise be audio clutter. For example, in the well-
“cocktail party effect” listeners can often pick out and attend to one conversation from many ongoing one
listening in stereo, but cannot do so in mono.

There are three main cues responsible for our hearing a sound as coming from a particular direction. Dif
in a sound’s amplitude and arrival time at the left and right ears are strong directional cues. However, the
cannot account for our ability to hear sounds as being above or below, or, for that matter, as being out
heads. For example, a sound source that is equidistant from both ears reaches each at the same time and
amplitude, yet it sounds different as it travels in a circle from in front to above, to behind, to below us. This
metry is caused by the way in which the asymmetric pinnae (outer ears), and secondarily the head and tor
the sound spectra in a way that depends on the direction of the sound source relative to the head. This fi
called the head-related transfer function (HRTF). By inserting small microphones in a subject’s ears and measu
the waveforms caused by real sound sources located at different positions around the subject, mathematic
of HRTFs can be developed.

A 3D sound spatialization system (e.g., the Convolvotron [Wenzel and Foster 1990]) uses digital signal p
ing technology to process a sound source in real time. It applies a simplified version of the HRTF, indexed
desired location of the source relative to each ear. The result is a stereo pair of signals that when presented
tener’s ears will sound like the source emanating from that relative location. Simple systems model the loc
sounds in an anechoic environment; more sophisticated ones include the additional effects of absorption an
tion from room surfaces.

2.4  Haptic Displays

Haptic displays address the user’s sense of touch and temperature, in addition to the sensations of force an
In our interactions with conventional input devices such as keyboards and mice, touch and force have alwa
important. For example, it is well known that it is difficult to touch type on a membrane keyboard whose k
not offer the tactile feedback of a traditional keyboard. This kind of passive haptic feedback is a direct resu
way in which the physical keyboard mechanism is constructed and is not controlled by the computer. In c
haptic displays are under active computer control.

Building on Noll’s work, mentioned in Section 1.3, a number of research systems have provided pro
examples of the power of haptic displays. A motor driven arm, held in the user’s hand, has been used to al
ogists to experience the molecular forces between simulated molecules [Brooks, Jr. et al. 1990] and che
explore the surface of a sample scanned by a remote electron microscope, inspecting and modifying featu
atomic level by controlling the microscope [Taylor, II et al. 1993]. A motor-driven joystick has been used t
duce the illusion of feeling patches of textured material [Minsky et al. 1990]. On the other end of the spec
simple tactile display in the form of an array of small computer-controlled pins provides less dramatic tactil
back to the user of the Cricket (Figure 7).

3  Architectures

The software architectures used in virtual environments and ubiquitous computing have evolved from a d
set of goals. Most virtual environment systems have been developed to support a single hardware platfo
small number of tightly coupled platforms, with the intent of creating stand-alone applications. As a result
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systems were originally modelled after traditional interactive programs and evolved to solve the problems 
lar to virtual environments. Most existing systems ignore issues that would arise if such applications were 
a larger scale, as will be required for realistic virtual worlds. For example, little work has been done toward
oping the infrastructure to support virtual environments at the network and operating systems levels.

The work on ubiquitous computing, on the other hand, began with a vision of what multi-user, multi-com
environments would look like in the future. As a result, the prototype systems being built are being desig
address the infrastructural issues.

3.1  Process Models for Virtual Environments

Many early virtual environment applications were simple event-loop–based programs, in which each “inte
event,” such as a head or hand movement, was handled sequentially. The problem with this approach is
frame rate is tightly coupled to the time taken through each iteration of the main event loop: it is the sum of t
required to read all the input devices, process one step of the virtual environment simulation, and generate
display frame. For any moderately complicated virtual environment, the time taken to process one step of th
lation is nontrivial. For example, a single timestep in a significant scientific visualization could take many s
or minutes. This is clearly unsatisfactory: for a virtual environment to be convincing, the displays should res
changes in tracked objects, especially the user’s head, at least ten times per second.

Since the simulation determines what is displayed and the user’s head position determines where it is displayed,
the obvious solution to this problem is to distribute the system over multiple processes, decoupling the com
of each step of the simulation from the redisplay loop [Shaw et al. 1993]. The result is that the displays are 
as fast as possible when the head position changes. The information being displayed continues to change
fast as each step of the simulation, as before.

In many current virtual environment systems, the distributed processes are tightly coupled. One proces
master and is responsible for creating and initializing all other processes. Such systems are neither easily 
urable at run-time nor fault tolerant. Furthermore, they are more difficult to construct because the master 
tion must configure and control all of the devices it wants to use. While these problems are not different 
from those encountered in a shared 2D drawing system, the message traffic demands of a virtual environ
typically greater, in both volume and complexity, because of the larger number of user interaction devices
data communication needed to support distributed simulations. To alleviate these problems, some toolkits
dVS [Grimsdale 1991], VR-DECK [Codella et al. 1993] and DIVE [Carlsson and Hagsand 1993], structu
applications as a large set of asynchronous, event-driven processes. Each process is independent of the 
communication is via a well-defined message protocol.

A more significant problem with existing systems is that they do not scale up gracefully. To build high-fi
virtual worlds, we will have to distribute the computational load over a significantly larger number of mac
than current systems are designed to handle. Even those existing systems that are distributed tend to cen
computation of each of their components, such as the virtual environment simulation or collision detection b
objects, and communicate the results to all interested parties. The fundamental problem here is that ce
algorithms do not scale well to huge numbers of entities, primarily because the bandwidth of the commun
media is quickly overwhelmed as larger numbers of machines need to be informed of the results of these c
tions. 

The first system to address the problem of scale was SIMNET, ARPA’s SIMulator NETworking pr
[Katz 1994; Calvin et al. 1993]. SIMNET was developed to allow hundreds or thousands of simulators to b
for training military personal in collaborative tactics. A more recent system, NPSNET [Zyda et al. 1992], use
ilar techniques, but runs on graphics workstations, instead of special-purpose hardware. The distributed in
simulation (DIS) protocol used in SIMNET (and understood by NPSNET) consists of a few dozen network 
types that allow heterogeneous simulators to communicate. A unique feature of the protocol that allows suc
number of participants is the inclusion of velocity and acceleration information in the position messages f
object. Because most participants in the simulation are vehicles which typically travel in a fairly predictable
tory, the position of an object can be calculated locally by all participants, relieving the sending entity of the 
continually rebroadcast. When the error between the real and calculated position exceeds a certain thresh
position information can be broadcast. However, such an approach may not be nearly as successful with 
and head motion of human participants, which do not move quite so predictably.

The WAVES system [Kazman 1993] is an example of a system currently being developed with the goal o
ing with some of the requirements of large scale distribution of virtual environments over communication m
varying bandwidth in a more general fashion than SIMNET or NPSNET.
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3.2  Infrastructure for Ubiquity

There are three main components to a ubiquitous computing environment: inexpensive, low-power, mobile c
ers and displays, a software infrastructure for ubiquitous applications, and high-capacity wireless networks
everything together [Weiser 1991]. The network requirements are discussed in Section 4.1.4. Given the cur
of technological advancement, the computing and display requirements are likely to be met within a deca
leaves the software infrastructure to be developed. 

Wireless infrastructures suitable for testing palm-sized and pad-sized displays and schemes for network
are actively being explored [Schilit et al. 1993a; Ioannidis and Maguire 1993; Weiser 1993a]. More general 
ing systems issues for palm-sized computers, such as dealing with heterogeneous networks and devices
cussed in [Theimer et al. 1993].

Other problems include how to deal with the widespread effects of intermittent connectivity in wireless net
such as handling intermittent connections to fileservers. Many filesystems for mobile computing use tran
local caching to alleviate the problem somewhat. However, because the caching is done transparently, app
have no way to determine which files and operations are actually available. The result is that applications 
very unpredictable because the user never knows which operations are possible. Tso investigated one wa
with this, by exposing, in a structured manner, the caching filesystem to the applications, which could u
information to inform the user what operations and files are available [Goldberg and Tso 1993; Tso 1993].

Another issue is how to inform applications that their environment is changing so they may customize the
face appropriately. For example, an application should be able to be told to “print on the nearest printer” 
explicitly naming the printer. One approach to this problem is to modify the semantics of environment var
introducing the notion of dynamic environment variables which automatically inform interested applications whe
their values change [Schilit et al. 1993b]. The example application simply needs to be configured to prin
“local printer,” and the system will inform the application when the value of the local printer variable change

Ubiquitous computing environments also promise increased capabilities from devices other than comput
example, Elrod has created a responsive office environment that provides users with intelligent control ov
surrounding by making automatic adjustments to lighting and heating systems based on the preference
room’s occupants [Elrod et al. 1993a; Elrod et al. 1993b]. In addition to convenience, this system also prom
save significant amounts of energy if used on a company-wide scale to turn off equipment in vacant rooms

3.3  Display Generation Models

The popular image of virtual reality is of immersive, fully synthesized, photorealistic graphics. While curren
nology is far from providing this, many people feel this is the ultimate goal toward which display gene
research should strive. In a sense, they are correct; ideally, such an environment has the potential to pr
visual sense of complete immersion. But for many applications, complete immersion is either unnecessary
propriate. Furthermore, the technology to achieve a convincing, fully synthesized virtual environment will 
available in the near future. Here we discuss three display generation models for virtual environments: fu
dered scenes, augmented reality and image processing.

3.3.1  Fully Rendered Scenes

The most straightforward and common approach to creating virtual environments is to render a fully synt
frame for each user from his or her viewpoint. Given a model of the virtual world and the user’s head posit
parameters of the synthetic cameras associated with the user’s eyes can be calculated, and the scene rend
traditional computer graphics techniques. For monoscopic displays, the scene is rendered once; for ster
displays, the scene is rendered twice, once from the point of view of each eye. 

In an HMD, the small displays are close to the user’s eyes, fixed with respect to the user’s head and eye p
and constantly moving with respect to the world. In a desktop system, the display is relatively far from the
head and fixed with respect to the world, but constantly moving relative to the user’s head and eyes. While t
conceptually major differences from the user’s perspective, from the standpoint of the graphics computati
only difference between head-tracked displays that are head-mounted or desk-mounted is a small differen
parameters supplied to the synthetic cameras used to render the graphics.

The key feature of both environments is that everything in the virtual world must be rendered, though clev
approaches can be used to reduce the number and complexity of objects that must be rendered for each fr
ious techniques, such as texture mapping, can also reduce the number of polygons that must be drawn, b
thing the user sees must be created by the system. The obvious disadvantage of this approach is that 
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powerful computers are required, and it is currently not possible to create complex, realistic environments
time.

3.3.2  Augmented Reality

An alternative to fully synthesized graphics is to render only selected objects that are combined with what 
can already see in the real world. Unlike fully synthesized environments, only those entities that do not exis
real world need to be rendered. To highlight an object, for example, it is sufficient to draw a wireframe box o
around it, as shown in Figure 8. Virtual worlds that communicate a wealth of information when they annot

real world can be created using a few hundred lines or polygons [Feiner et al. 1993b]. Furthermore, the us
cut off from the richness of the real world: mundane objects such as pens and paper are still accessible, as
people and computers.

3.3.3  Image Processing

Rather than rendering the entire scene from the viewpoint of each user, we can instead render (or photo
360˚ wide field-of-view image of the scene once from a single position. Image processing techniques can
used to produce an image rendered from the viewpoint of a given user [Lippman 1980; Regan and Pose 19
works if all objects are distant from the user and if each user is positioned at roughly the same location, a
looking in an arbitrary direction. This is a potentially important approach for broadcast video games [Warp 1

Nearby objects can be added by rendering them separately for each user, and simply overlaying them on
tant background if they are guaranteed to be closer than the rest of the scene. For example, shared live vid
ery of a roller coaster ride could be overlaid with synthesized images of the interior of the roller coast
generated for each user. If the synthesized information were generated locally, a shared virtual experience
broadcast to a group of people.

4  Research Issues and Directions

A number of issues will need to be addressed if virtual environments and ubiquitous computing are to supp
rent approaches. The most obvious of these are the need for improved hardware: tracking systems, display
sors and communication networks need to be substantially improved before virtual environments and ub
computing can hope to gain widespread acceptance. While it may be some time before these technologie
there are many other issues, both technical and social, that should be pursued in the mean time. For examp

Figure 8: In an augmented reality environment, only the additions to the world need to be rendered. In this example, fr
KARMA maintenance assistant [Feiner et al. 1993b], the user is being shown how to pull out a printer’s paper tray. The
and desired positions of the paper tray are highlighted using different line styles and a pulsing arrow is drawn to show er 

the direction in which the tray should be moved. (Courtesy Feiner, MacIntyre, and Seligmann, Columbia University
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priate interaction techniques need to be developed for these new paradigms. Automated assistance for a
application of hypermedia and agent technologies, support for collaboration and privacy are all areas ripe fo
ration.

4.1  Hardware Requirements

Several important hardware issues are the mobility of computers and the speed of both computers and the
networks connecting them. Work needs to be done in four areas: trackers, displays, processors, and netwo

As portable computers become more powerful and wireless networks become faster, the mobility of virtu
ronment applications is being increasingly limited by tracking and display technologies. Similarly, as the sp
computers and networks increases, the primary limit on system responsiveness becomes tracker lag. For u
computing, important hardware factors are the physical size of computers and the bandwidth of wireless ne

In the foreseeable future, processors will continue to get smaller, faster and require less power. The sam
true for traditional display technologies of the sort required for tabs or pads. The bandwidth and speed of wi
works are also increasing. While all these advances are necessary for the future of ubiquitous computing an
environments, we will avoid discussing them here except where the specific requirements of ubiquitous co
or virtual environments differ from those of what are currently mainstream applications.

4.1.1  Trackers

Virtual environments and ubiquitous computing currently use completely different tracking systems. Virtua
ronments require extremely fine-grained tracking, whereas ubiquitous computing uses long range, wirel
tems. Since no system delivers all these features, trade-offs must be made: relatively high accuracy, sh
tethered systems versus realtively low accuracy, long-range, wireless systems. As a result, the total range
tracking systems currently used in virtual environments is comparable to the smallest unit of accuracy ty
used in ubiquitous computing! However, it is important to keep in mind that both paradigms can take good
tage of wide-area, high-accuracy systems. For example, experimental ubiquitous computing environments
rently customized based on who is occupying a room. With higher accuracy, the environment could be cus
based on exactly where everyone is, what display they may be holding, or where they are looking. 

The problems with current tracking systems, as discussed in Section 2.1, can be categorized as ones
latency, and accuracy. The relative importance of these attributes depends on the specific use of the track
6DOF head tracker for an HMD or a coarse location tracker. Within a virtual environment, the requirement
depending on whether the system is immersive, desktop-based, or an augmented reality. For all syste
latency is important, especially when the user’s head is being tracked. Azuma [Azuma 1993] points out 
range and accuracy requirements of immersive, completely virtual environments are much less stringent 
requirements of other virtual worlds: it suffices to know only the approximate position and orientation of th
because the user’s visual sense tends to override conflicting signals from their other senses. Furthermo
range of the trackers is limited, various techniques, such as “flying,” allow the user to navigate within the 
sive virtual world without physically moving.

Desktop virtual environment systems do not require significant range because the user must be close e
use the stationary display; tracking a user’s head within a few feet of a hand-held display or within the roo
taining a wall-mounted display is often sufficient. Augmented reality systems, on the other hand, have the 
requirements. Extremely high accuracy and low latency are needed to ensure that the virtual images regis
erly with the real world. Furthermore, just as with ubiquitous computing, there are potential applications th
require tracking on a building-wide, city-wide, or even planetary-wide, scale.

Unfortunately, magnetic and ultrasonic systems do not scale well. Because they use a transmitter as w
receiver, their range will always be limited by the requirement that both be located within a matter of feet. O
in the environment can also produce noise (magnetic or ultrasonic) that interferes with the system, requir
inducing filtration.

Some of the most promising research on long range, highly accurate tracking is being done in the expe
inside-out optical tracking project at UNC, mentioned in Section 2.1. This tracking system scales well and e
uniform high accuracy and low latency over its entire range [Azuma and Bishop 1994]. The major drawback
current system are its size and weight, the degree to which the room must be instrumented, and the require
the cameras on the head must be able to see the ceiling (thus restricting head movement). However, these
are not insurmountable. The majority of the bulk of their HMD is due to the size and weight of four video ca
which are far bigger than state-of-the-art miniature cameras. When more general visual tracking algorith
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developed, the requirement that the room be instrumented will be removed. This has the additional benefit
ing the tracking system “self-contained”: there need only be a single device, not a transmitter and a recei
conceivable that such a system, using a more general tracking algorithm that determines its position dyn
from objects in the environment, could be used in conjunction with inertial trackers and GPS (or other w
location tracking technologies) to provide a high-accuracy tracking system with unlimited range. 

Outside-in optical tracking techniques will also be useful. In the relatively near future, it will be uncomm
find a computer display without an attached video camera. The camera could be used to track a person’s
relative to that display, as well as to capture video for other purposes. This is precisely the information ne
determine the position of the user’s head to generate head-tracked, 3D images on the display from that
point of view. This tracking information could also be used in other ways, as described in Section 4.3.

Regardless of the technology, tracking system latency must be improved because it is of critical importan
virtual environments [Adelstein et al. 1993; Azuma and Bishop 1994]. All delays, measured from when a t
object is moved until the corresponding data structures and displays are updated, adversely affect the user
ence. This is most obviously manifested in augmented reality, where any delay results in misregistration
graphics with the real world. Many current systems do head motion prediction using extrapolating filters to

the apparent overall position and/or orientation lag [Liang et al. 1991]. For example, the UNC optical HMD u
estimating filter, in addition to accelerometers and gyroscopes, to help predict both the orientation and po
the head. 

4.1.2  Displays

Most of the display requirements for ubiquitous computing devices are relatively straightforward; smaller, l
less power consumption, higher resolution. One interesting requirement is the need to allow for the simul
use of multiple pens. This has been addressed to a certain degree by the Liveboard [Elrod et al. 1992]. T
board is a self-contained “wall-sized” rear-projection color display system. It allows the use of multiple pen
of which can function several meters away from the display surface. Consequently, group interaction is mo
ral because each user does not have to be able to reach the display surface. Such capabilities would also
on pad-sized displays.

The displays for virtual environments present a different set of problems, some of which have no current s
In particular, current HMDs are not ready for widespread use. The most obvious requirement is for HMDs 
a resolution and field of view that approaches the fidelity of the human visual system. Each of our eyes ha
of view of approximately 120˚ vertically by 150˚ horizontally, the two eyes together providing a horizontal fie
view of approximately 200˚ [Kalawski 1993]. A stereo HMD with one pixel per arc minute of visual angle w
require each eye’s display to have a resolution of 7200 by 9000 pixels! However, human visual acuity is n
stant over this range, the finest details being resolved within a field of view of only 2˚ in the foveal region,
would receive a field only 120 pixels wide at this resolution. Rendering graphics at such a high resolution o
entire visual field is not necessary, as our visual acuity falls off quite rapidly as objects move out of the ra
foveal vision. 

A display that allows a wide field of view at low resolution and allows for the simultaneous display of a hig
olution inset that follows the user’s gaze would be equally effective. This approach is used by CAE Electro

(a) (b)

Figure 9: Two images of a three-dimensional axes overlaid on the corner of an object in the world. (a) An improperly reg
image. (b) A properly registered image. (Courtesy of Ronald Azuma, University of North Carolina at Chapel Hill)
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their fiber-optic see-through HMD, which uses fiber-optic bundles to transfer images from light valve projec
the HMD. Each eye is presented with a low-resolution image with a field of view of 88˚ by 66˚. Through use
eye tracker, a higher resolution image, with a field of view of 24˚ by 19˚, follows the direction of regard 
user’s eye [Shenker 1987]. A display such as this presents a great challenge to the rendering software to e
visual artifacts are not introduced when objects move into and out of the inset region. 

Clearly, HMDs must be made smaller, lighter and non-tethered. See-through displays must eventually 
structed that allow individual pixels to be transparent or opaque. A more subtle problem is depth of field. I
display technologies, all pixels are focused at the same depth, whether a single image or a stereo pair is d
In addition to forcing our visual system to deal with two conflicting depth cues, this causes visual clutter b
everything is in focus all the time. This problem is especially noticeable in augmented reality because a
object could be out of focus when the real object with which it is collocated is in focus. Therefore, displays m
constructed that allow individual pixels to be focused at different depths under program control. 

4.1.3  Processors

If video is to play a larger role in ubiquitous computing and virtual environments, real-time manipulation of
streams must be possible. For example, consider the Starfire video presentation produced by Sunsoft to s
vision of what a next-generation computer interface might be like [Tognazzini 1994]. At one point in the pre
tion, the video windows displaying two remote participants in a teleconference are rotated in perspective to 
appearance that all three participants can see each other (Figure 10). 

While such effects are currently possible in real time using high-end special-purpose broadcast video effe
tems, they could not be accomplished with digital video streams on standard, multimedia computers. H
graphics processors allow textures to be mapped to 3D surfaces without significant overhead in the graph
line [Akeley 1993]. Creating the texture data structures from raw images is time-consuming, however, precl
real-time modification of the texture itself on early hardware.

4.1.4  Networks

The success of ubiquitous computing hinges on the development of high-speed wireless networks that fa
the capacity planned for commercial systems over the next decade. Commercial systems are aiming at lo
connections over fairly wide ranges (e.g., 64kbits/sec). The huge number of ubiquitous computing devices s
that significantly higher bandwidth will be required, and that networks to support it should be designed to p
high volume per unit area [Weiser 1991]. For example, Weiser suggests that in a building with 300 people,
using 100 wireless devices, each demanding 256Kbits per second, the required aggregate bandwidth is 7.5
second. This will be much easier to achieve if the networks provide high bandwidth per unit area by using a
system with cells the size of an office, allowing each radio frequency to be reused hundreds of times throug

Figure 10: By rotating the images of the two remote participants in a video conference, the three participants could all s
other in the same relative positions. (Courtesy of Bruce 

Tognazzini, SunSoft)
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tational
building, rather than attempting to build one 7.5Gbit long range wireless network [Weiser 1993b]. Furthe
since many of the devices may be displaying video rather than just traditional graphics, the bandwidth requi
may be an order of magnitude higher.

Until video becomes more prevalent in virtual environments, which will happen as the display hardware
to support it (see Section 4.3), virtual environments will have much lower bandwidth requirements, but wi
much stricter latency requirements. For head-tracker data in particular, every millisecond of latency will b
ceived by the user as lag in the system’s response to movement. 

4.2  Combining Virtual Environments and Ubiquitous Computing

While virtual environments and ubiquitous computing are often put forward as two competing paradigm
instead believe they are complementary. The most obvious area of overlap involves desktop-based virtual 
is inconceivable that people will not run applications in a ubiquitous computing environment that use 3D gr
Furthermore, assuming that tracking technology matures to a state that ubiquitous computing devices and 
tracked precisely, rather than coarsely, there is no reason to not take advantage of this information and
head-tracked 3D graphics whenever possible.

Weiser [Weiser 1991] gives an example of a non-head-mounted augmented reality display in a ubiquitou
puting environment: a living room window that overlays on the user’s view a representation of the paths ne
or friends have taken that morning. While Weiser does not indicate that the user’s head is being tracked, p
registered graphics are impossible otherwise. If head-tracked graphics are presented, however, they will b
ated from the viewpoint of only one viewer at a time, assuming the display is based on current display technolo
All other viewers would see misregistered graphics whose viewpoint would change as the tracked user mov
tunately, this multiple-viewer problem can be solved by using individual see-through HMDs.

There are other advantages to having much of the ubiquitous computing environment’s material prese
personal eyewear. First, all devices are not required to have their own displays. Instead, they can simply n
infrastructure that they have some virtual information that can be displayed, and each user’s eyewear can 
if appropriate. This allows ubiquitous computing devices to have their displays individually customized fo
number of simultaneous users. Furthermore, just as current ubiquitous computing researchers are careful 
allowing people to disable personal tracking and to disable the ubiquitous computing controls in their envir
[Elrod et al. 1993a; Elrod et al. 1993b], one user’s eyewear can be turned off without affecting others.

The advantages of augmentation are not limited to visual displays. Having many active audio displays in 
ronment can be even more annoying than having many graphics displays. The use of personal spatialized 
avoid polluting the sonic environments of other users.

We need to investigate how to accommodate large numbers of computers and their user interfaces (both
and virtual, visual and aural) within the virtual world. Feiner and Shamash have looked at such hybrid user inter-
faces, which combine real and virtual displays in a common user interface [Feiner and Shamash 1991
embedded the 2D flat-panel display of a personal computer in a 3D virtual information surround present
see-through HMD. In their prototype hybrid user interface window manager, the flat panel served as a 
work space. Windows could be moved freely between the flat panel and the much larger, but lower-res
information space on the HMD, which provided context. While this work needs to be extended to account
large number and variety of devices populating a ubiquitous computing environment, we feel the concept o
user interfaces is one of the keys to the effective integration of ubiquitous computing and augmented real
approach provides a way of addressing the multiple-viewer problem discussed above, and supporting colla
among collocated users in augmented reality (see Section 4.10).

4.3  The Place of Video

Video will play an increasingly important role in multimedia interfaces. One of the advantages of integrating
cameras with displays, which was highlighted in Section 4.1.1, is the potential for such displays, fixed o
held, to track the people in front of the display. In addition to providing the necessary information for the g
tion of head-tracked 3D graphics, positional information can be used to determine what portion of the video
gets transmitted in video applications. It should be possible, for example, to ensure that the transmitted im
tains a centered, head-and-shoulder view of the user. To achieve this, the camera must be mounted on 
base, enabling it to always remain pointed at the user. A promising technology for this is Bederson’s eyeb
spherical pointing motor [Bederson 1992], which can accurately position the camera mounted within it at ro
speeds of several hundred degrees per second.
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Using two cameras instead of one would enable the transfer of stereo images. If the cameras can be p
appropriately for the remote viewer’s interocular distance, a reasonable stereo pair of images could be di
Alternatively, it may be possible to construct dynamically a 3D model of the visible part of the user’s hea
transmit that, allowing the recipient’s system to display the remote user as desired [Ohya et al. 1993].

A variety of video-based approaches are being developed to capture depth maps of the environment (e.g
et al. 1995]). This could make it possible to mix in synthesized graphics with the view of an otherwise unfa
environment and have visibility relationships be properly maintained.

Such technologies notwithstanding, if traditional video is to be integrated more fully into ubiquitous comp
and virtual environments, we need the ability to map real-time video streams onto 3D surfaces, as discusse
tion 4.1.3. Doing so will facilitate placing video streams in a virtual environment on arbitrarily positi
“screens.”

4.4  Nonphotorealistic Rendering 

As mentioned in Section 3.3, the majority of current systems strive for photorealistic rendering in their 
worlds. However, this is not always the most appropriate approach for communicating information. 

Consider technical illustrations found in most manuals, or architectural illustrations of structures. These a
cally line drawings that use cut-away views and varying line-styles to convey a clearer understanding of th
or building than would a realistic rendering of the same scene. Kamada and Kawai [Kamada and Kawai 19
cuss automated approaches to generating images in which otherwise hidden edges are rendered with diff
styles depending on what objects hide them. Such an approach to rendering is important in augmented 
convey information with a minimum of augmenting graphics. Feiner and Seligmann develop methods for au
ically generating cut-away views [Feiner and Seligmann 1992]. Winkenbach and Salesin [Winkenbac
Salesin 1994] and Strothotte et al. [Strothotte et al. 1994] describe systems that produce images inspired 
tectural renderings.

For immersive simulations, such as virtual walkthroughs, realism is important. However, as scenes becom
complex, a significant amount of the rendering time is devoted to objects that are not perceptible to the use
because they are hidden or because the user is not looking at them. Graphics systems have long had a
facilities for building graphical objects that could adapt to their transformed position and size. For example, 
can be culled from a scene or rendered at a lower level of detail, based on the size of their projections. Th
ing requirements of virtual environments have rekindled the need for these facilities, and some research
suggested the use of culling and image degradation techniques that are based on the physiology of huma
tion [Gossweiler and Pausch 1994].

4.5  Integration with Existing User Interface Paradigms

Much of the user-interface research that has been done on traditional displays will remain relevant to ub
computing and virtual environments since many kinds of information are most effectively displayed using 2D
niques. Furthermore, the displays that will surround us in a ubiquitous computing environment will be sim
many ways to the kinds of displays we currently use. Here we discuss how ubiquitous computing and virtu
ronments can benefit by incorporating some of the major 2D paradigms. We first examine direct manipulation, the
most common technique currently in use in virtual environments. Then we shift our attention to more genera
surrounding so-called WIMP (Windows, Icons, Menus, Pointing) interfaces, as they are currently the most 
class of 2D interfaces. Finally, we discuss how 2D window-management techniques can be adapted to ac
3D environment management.

4.5.1  Direct Manipulation

Direct manipulation refers to interaction techniques in which the objects of interest are visible to the user 
manipulated directly by rapid, reversible, incremental actions instead of a complex command lan
[Shneiderman 1983]. Direct manipulation in 3D is often touted as a feature of virtual environments becaus
supposed naturalness and ease of learning. However, reaching and grabbing in 3D can be far less conve
effective than the corresponding 2D direct manipulation techniques, and these, in turn are often criticized fo
more tedious than the command line interfaces that they replaced. The problems are compounded by the p
ity of current trackers and gloves and the almost complete lack of haptic feedback in most virtual environm

Even with perfect hand tracking, the user must be able to grab the object to manipulate it. This implies 
object must be within arm’s length. Objects that a user cannot easily grab for other reasons, such as fast m
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small objects, present similar problems. Direct manipulation in 3D can also require that the user hold their h
without any physical support for extended periods of time. This has long been known to be a problem, dati
to the first use of touch-screens and light pens, and is further complicated by the fact that there is not even
against which to rest the hand.

An often-implemented solution to this problem is to give the user a “virtual flashlight” that allows them to 
any object they can see and point at. However, this causes problems of its own. For example, the farther
object is, the harder it is to select with a virtual flashlight because the user is changing angular, not Euclide
tance when manipulating the pointer. Because of these shortcomings, we need to explore techniques that w
on objects that are distant, extremely large or small, quick moving, or otherwise difficult to manipulate direc

4.5.2  A WIMP No More

Existing WIMP techniques and applications will have to be adapted to fit the newer devices, ranging from
helds to head-mounts. Furthermore, the manner in which we use even the more familiar devices requires
modify some of our user-interface techniques.

Direct use of WIMP techniques in opaque, immersive virtual environments has been attempted but is ty
less successful than in 2D. Only the simplest of interaction devices can be used because the user cann
physical devices in the virtual world. For example, a virtual equivalent to the mouse is currently practical. I
trast, a virtual typewriter keyboard is not, because of poor tracking and lack of haptic feedback. Button pa
been successfully emulated by positioning a set of large virtual buttons in the plane of a physical desk to
first-order haptic feedback [Weimer and Ganapathy 1989]. Other passive physical props that are instrumen
trackers can be used to provide the user with more facile control over virtual objects [Hinckley et al. 1994]. 

An example of adaptation of WIMP techniques is the virtual panel system provided in the MR Toolkit [
et al. 1993]. An MR panel is essentially an arbitrarily oriented rectangle that can contain hierarchical menu
ers, buttons, and text. Manipulation is accomplished based on the intersection between a ray cast from t
hand and the surface of the panel. However, due to the problems with current trackers and gloves, compo
lack of haptic feedback, users often experience problems using panels. More appropriate analogs of exist
niques must be found for use in immersive virtual worlds. 

Non-immersive virtual environments have the advantage that the user can use traditional input devices,
keyboards and mice. Monocular see-through systems can use the pointer devices in a straightforward fa
treating the view plane as a large 2D display on which the mouse cursor moves. The mouse may be used 
ulate a 3D scene by allowing objects to be manipulated anywhere along the line of sight from the eyepoint 
the 2D cursor [Feiner et al. 1993a]. Unfortunately, using these devices in stereo systems is not a straigh
task. The pointer now has a three dimensional presence, so traditional techniques will not work in a straigh
manner: there are two lines of sight passing through the pointer, one from each of the user’s eyes. Syste
either use 3D input devices, or use less straightforward approaches with 2D devices. For example, the 2
could still move around on the 2D viewing plane and be linked to a 3D “ray,” perhaps emanating from a fixe
between the user’s eyes and intersecting the cursor on the viewplane.

In a ubiquitous computing environment, on the other hand, we may be using pens, voice and touchscree
than mice and keyboards. A large body of research exists on pen-based input techniques [Goldb
Goodisman 1991]. Tablet computers running pen-based operating systems, such as Microsoft Windows
Computing or PenPoint [Carr and Shafer 1991], are becoming more common. PDAs such as the Newt
handwriting recognition that is promising, though not yet generally useful.

A major complaint about pen-based computing is that printing and writing are much slower forms of inpu
keyboards. Researchers are investigating ways of increasing the speed of handwritten input. Goldberg and
son developed a pen-based input technique using a specifically designed alphabet called unistrokes, that is signifi-
cantly faster, and recognized input with a much higher accuracy, than handwriting or printing [Goldbe
Richardson 1993]. A alternate scheme, T-Cube, has each character correspond to a flick gesture determined by
placement on a set of pie menus [Venolia and Neiberg 1994]. Commercial software, such as Graffiti [Graffiti
which uses a simplified alphabet for improved printing recognition, is available for PDAs such as the Apple
ton. All of these techniques are faster and more accurate than printing with a traditional alphabet, althou
require additional training.

What is less understood are the differences in input techniques required when the size of the displays
manner in which we use them is radically different. Pier and Landay point out that interfaces must be location-
independent [Pier and Landay 1992; Landay 1993]. By this they mean interfaces should not rely on being a
do such things as reserving portions of the display for widgets (if they are to be adapted to small displays), o
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user being able to point to specific areas of the display easily, such as the top or bottom edge (if they a
adapted to very large displays). 

Finally, when many large and small displays are available per person, the manner in which each is u
change. Current graphical user interfaces are based on the premise that we have one display that is about 
two sheets of 8.5"×11" paper, that we must share that display with many applications, and that an applicatio
remain on the display on which it is first created. The effects of these assumptions are far reaching. An im
consequence, from the user’s perspective, is that the window system must provide a window manager to help the
user manage a much larger set of windows than can fit on the display.

Unfortunately, most existing window systems are inappropriate for use in these new environments. For e
microcomputer window systems such as Microsoft Windows [Microsoft 1992] and the Apple Macintosh De
[Apple 1987], require that all programs run locally. This allows them to be quite responsive, but makes
unsuitable for a distributed environment. The most popular networked window system, X [Scheifle
Gettys 1986], does not provide a sufficiently general layer of abstraction between applications and the wind
tem to allow windows to be moved between displays of the same type, not to mention moving them betwe
plays of different sizes and capabilities. Various attempts have been made to modify X to rectify some o
problems [Kantarjiev et al. 1993], but none have been entirely satisfactory. By and large, they allow window
moved between virtually identical displays; however, without modifying the applications, more transparen
dow mobility is difficult to achieve. Other window systems, such as NeXTSTEP [NeXTSTEP 1992], N
[Sun 1991] and Trestle [Manasse and Nelson 1991], provide a layer of abstraction between applications
window system, but do not address the requirements of moving windows between significantly different di
Developing a suitable window system while providing the capabilities of existing systems will be a significan
lenge.

4.5.3  Environment Management

In the previous section, we discussed the problems encountered when attempting to use current windowing
in a ubiquitous computing and virtual environment. One of the prime motivations for trying to use an existin
dow system, rather than inventing a new, more appropriate one, is the desire to support the huge number o
and future applications [Feiner et al. 1993a]. When adapting the windowing system to these new enviro
many of the issues that must be addressed involve window management. Screen real estate will not be
mium, as it is currently. Rather, there will be a surplus of real estate spread across hundreds of devices. U
not need help organizing 2D windows on a small crowded 2D display; instead, they will need help in orga
(and finding) orders of magnitude more 2D and 3D objects scattered about the environment. Thus we 
extend the notion of window management to that of environment management.

A simple problem with current window managers is that, for the most part, they force users to position a
dows manually. Automatic positioning of windows is nontrivial because of the overcrowded displays. In ubiq
computing and augmented reality, we potentially have far more display real estate, allowing environment m
much more freedom to make reasonable choices about object placement. In augmented reality, however, th
potential for an overlaid object to block something that is also of interest, such as a display or another
[Feiner et al. 1993a]. The environment manager should help users avoid these problems by moving existin
objects when necessary.

Different approaches to window management will be needed for pen-based interfaces. For example, the
metaphor explored by Mander, Salomon and Wong [Mander et al. 1992] displays a set of documents as
messily stacked pile of paper. This is a more meaningful representation of a set of documents than is a “fo
a typical interface, such as the Macintosh, because it conveys not only the existence of a group of docum
also its approximate size, contents and relative order. The piles metaphor takes advantage of our ability to 
recognize patterns in complicated data. Different document piles would soon take on meaning for their ow
virtue of their shape and size, without the need for manual labeling.

4.6  Learning from Other Disciplines

The user-interface community in general needs to pay attention to what is happening in other disciplines
becoming increasingly important as user interfaces become more “intelligent” and attempt to do more for th

There is much we can learn from other disciplines that are older and more mature than our own. With co
increases in compute power and improvements in interaction devices, we can more readily take advanta
experience of others. For example, we can learn from animators (who use motion blur, squash and stre
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other techniques [Chang and Ungar 1993]), perceptual and cognitive psychologists (who study how peopl
stand sensory phenomena), and architects and landscape designers (who structure real 3D spaces for ef
by their occupants).

4.7  Integration with Hypermedia

Meyrowitz [Haan et al. 1992] stresses the importance of making hypertext capabilities available through
operating system, rather than in separate hypertext applications. We need to extend this notion of “univers
text” linking to make it possible to link arbitrary physical and virtual objects. Feiner, MacIntyre, Haupt
Solomon [Feiner et al. 1993a] have developed a prototype augmented reality system that allows hypertext
to be created between X windows and physical objects in the environment. For example, this could make it 
to automatically find notes you made on various books on your shelf, attach reminders to people and locati
ilar to the way calendar programs attach them to dates and times, or attach hypertextual links to yourself th
could follow when you are in the room.

4.8  Authoring

While authoring material in any individual medium is both difficult and time-consuming in itself, creating a q
multimedia document requires expertise in all the individual media used, as well as skill in making these
work together effectively. In fact, the effort that it takes to author a multimedia document is rarely mentione
when it is, is sometimes attributed solely to deficiencies in the editor(s) being used, rather than the process

One research direction that addresses these difficulties is the automated design of multimedia, a goal ex
the COMET [Feiner and McKeown 1991] and WIP [Wahlster et al. 1991] knowledge-based multimedia gen
projects. These systems use AI techniques to create explanatory text and graphics that fulfill a set of inp
and coordinate the material generated in different media (e.g., by making it possible for generated text to
generated graphics [McKeown et al. 1992]).

Authoring is made yet harder still when the media include the full set of possibilities available in a dynam
tual environment. AutoVisual [Beshers and Feiner 1993] and KARMA [Feiner et al. 1993b] address diffe
aspects of creating virtual environments automatically. AutoVisual designs desktop virtual environments th
present visualizations of multivariate data, taking into account criteria such as the need for interactive resp
ness. For example, it controls the amount of time that a display takes to render by varying the resolution a
representations of data are calculated and displayed. One component of KARMA guides its users through a
ment maintenance task by creating graphics that overlay the user's view of the physical world. KARMA's
can take into account the position and orientation of both the user's head and the objects being document
information it presents can be redesigned as the user moves. For example, an annotation may appear o
object being annotated is physically obscured by another object. It will be a major challenge to develop rob
tual environment design systems that can handle an even broader range of media in a production envi
including temporal media, such as animation and speech.

4.8.1  Agents

In situations where the design of a multimedia presentation should not be completely automated, “agen
been proposed as a useful framework for the development of tools to assist with the creation and presen
information [Riecken 1994]. For example, agents can assist with the collection of information by monitoring
tronic newswires for “interesting” articles or roaming computer networks to gather information from remote
bases. They could even be charged with carrying out tasks on the part of their owner. Other agents could
assistance during video editing by processing unannotated footage to recognize cuts, pans, zooms, or find
including some participant or location [Ueda et al. 1991].

As suggested in the previous section, the full set of output possibilities available in dynamic virtual and 
tous computing environments greatly complicates a multimedia presentation. Merely selecting an output
from among the many available displays (with possibly widely varying characteristics) is a non-trivial tas
using the environmental knowledge available in a ubiquitous computing environment, display agents cou
matically select displays for output, or migrate information between displays. Agents can also assist with o
ing information on a single display, such as an augmented reality overlay or a large wall-sized display.



4.9  Capturing and Journaling Personal Experience21

 cameras
nd enter
ision to
r of cam-
pression
yriad of

 research
terac-
have an

d infor-
tion in
 the other
 pointer”

ywhere
g active
e building
ers can

 to pay
gical and
nitoring
 of these

 with-
es must
 auto-

y could
roughout
nvolved
o it was
informa-

rs. For
 some-
 would
ssibility
eiser’s
can be
service
g it to

one eas-
? How
ed and
4.9  Capturing and Journaling Personal Experience

In 1945, Vannevar Bush [Bush 1945] suggested that scientists would someday wear small head-mounted
and microphones that would allow them to selectively photograph things of interest they were inspecting, a
notes and annotations vocally as they worked in their labs. Technology will make it possible to extend this v
that of capturing everything that the user can see, hear, and otherwise experience. For example, a tiny pai
eras and microphones embedded in the frames of a pair of glasses could be used. Improvements in com
techniques and decreases in memory cost and size will eventually make this idea feasible. This raises a m
issues about how one might index, sort, edit, and search through a lifetime of recorded experience.

4.10  Collaboration

Virtual environments and ubiquitous computing raise additional issues beyond those addressed by current
in collaboration and CSCW. In particular, we must support collaborating users with different display and in
tion devices and paradigms, and mobile participants. For example, of two collaborating users, one may 
HMD, while another may have a hand-held PDA. 

Ubiquitous computing devices can provide sharable, high resolution displays on which to display share
mation in an augmented reality application. It will also be necessary to support private views of informa
multi-user virtual worlds. For example, if shared presence means being able to see some representation of
user, how much of the other user’s virtual environment do we have to be able to see? The classical “shared
metaphor will not always work if each user’s view of the shared information can be different.

4.11  Privacy

The privacy issues of ubiquitous computing and virtual environments are significant. If we are tracked ever
we go, the volume of data that could be collected is staggering. Weiser discusses the implications of wearin
badges, such as the potential for an interested person to see how long someone spends in any room in th
[Weiser 1993a]. While active badges can track the user to the granularity of a room, high-resolution track
potentially let us know everything that a user is doing all the time. 

The possibilities of what an employer could do with such information are not pleasant. Implementors need
special attention to ensure that privacy can be maintained. Weiser suggests that a combination of technolo
social solutions is best. For example, employers can currently use video cameras and computer activity mo
to watch their employees if they desire, but in general the social and legal climate often discourages the use
technically feasible measures. 

Since no technical solution for ensuring privacy in a ubiquitous computing environment is likely to succeed
out seriously hampering the utility of the system, current attitudes toward employee and personal attitud
adjust appropriately. Global activity monitoring of individuals may be useful in many obvious ways, such as
matic forwarding of phone calls. More interesting applications exist as well. For example, an automatic diar
be generated that records not only what a user did and where they did it, but who was in the same area th
the day [Newman et al. 1992]. This could make it much easier to fill out time sheets, remember who was i
in meetings, or even check when you last went to the cafeteria. Unfortunately, if you can check to see wh
you talked to on the way back from the cafeteria, so could someone with less innocent intentions unless an 
tion security system is in place to prevent it.

Other approaches besides uniform global availability could be taken to provide this information to othe
example, you could make your positional information available to anyone who was physically near you, so
one you talked to in the hallway would later be able to look back and remember it was you. However, they
not necessarily be able to find out where you were before or after that meeting. But, this still raises the po
that if enough people pooled their information they could reconstruct much of your life! This underscores W
point that technical solutions to privacy will never be enough; the ease with which electronic information 
pooled requires that the problem must be addressed socially as well. Imagine “location information 
bureaus” paying people for the contact information they collect, pooling that information and then sellin
whomever is willing to pay.

These privacy requirements raise interesting interface and database questions as well: How would some
ily specify who can know what parts of the huge volume of information collected about them over the day
would a query such as “Whom did I meet on my way back from the cafeteria this afternoon?” be stat
answered, in light of the possibly complicated combination of public and private data? 



22   Future Multimedia User Interfaces

n. Cur-
ere is no
 display
 to this
e read-
elected

cument
lly close

e para-
nd how
ltimedia

ew hard-
bers of
 signif-
ia appli-
ackers.
ts are
g will

over an

tems will
ed WIMP

e of

,

. In

nd
,

Another privacy issue that could be addressed by technology is eavesdropping on confidential informatio
rent interfaces provide no way to prevent someone who can see a display from reading it. For example, th
way for someone working in a public place to protect themselves from eavesdroppers. It is easy to read the
of a person sitting beside or in front of you on a plane or train. Augmented reality provides a further solution
problem. By displaying a virtual image that only the wearer of the HMD can see, the possibility of someon
ing over your shoulder is eliminated. In the collaborative environment described in the previous section, s
parts of the personal information that augments public displays can be kept confidential.

Ubiquitous computing can also provide straightforward solutions in other cases. For example, if a do
under group discussion is confidential, such as an employee’s performance evaluation, it could automatica
if that employee, or another inappropriate viewer, entered the room.

5  Conclusions

We have surveyed the state of the art in virtual environments and ubiquitous computing, two user interfac
digms that will shape the future of computing. We have tried tro show how they complement each other, a
they provide new capabilities for multimedia user interfaces, and we have suggested a set of issues for mu
researchers to explore.

These paradigms differ from those prevalent in current multimedia systems, in part because they use n
ware technologies: 3D displays and interaction devices, in the case of virtual environments, and large num
computers integrated into the environment, for ubiquitous computing. Furthermore, both paradigms impose
icant additional requirements on operating systems and networks than do current desktop-based multimed
cations. For example, virtual environments often involve the transmission of information generated by 3D tr
While this is a relatively small amount of information in comparison with digital video, its latency requiremen
much stricter if multiple users are to interact effectively with each other. In comparison, ubiquitous computin
require high bandwidth over extremely short distances, resulting in extremely high aggregate bandwidth 
entire network.

As a consequence of these new trends, many of the assumptions being made in multimedia support sys
have to be reexamined. These range from current user interface metaphors, such as the video-enhanc
approach, to current computing infrastructure, such as relatively static network configurations.
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