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Abstract

The packet pair technique aims to estimate the capacity
of a path (bottleneck bandwidth) from the dispersion of
two equal-sized probing packets sent back-to-back. It has
been also argued that the dispersion of longer packet bursts
(packet trains) can estimate the available bandwidth of a
path. This paper examines such packet pair and packet
train dispersion techniques in depth. We first demonstrate
that, in general, packet pair bandwidth measurements fol-
low a multimodal distribution, and explain the causes of
multiple local modes. The path capacity is a local mode,
often different than the global mode of this distribution.
We illustrate the effects of network load, cross traffic packet
size variability, and probing packet size on the bandwidth
distribution of packet pairs. We then switch to the disper-
sion of long packet trains. The mean of the packet train
dispersion distribution corresponds to a bandwidth met-
ric that we refer to as Average Dispersion Rate (ADR).
We show that the ADR is a lower bound of the capac-
ity and an upper bound of the available bandwidth of a
path. Putting all pieces together, we present a capacity
estimation methodology that has been implemented in a
tool called pathrate. We report on our experiences with
pathrate after having measured hundreds of Internet paths
over the last three years.

Keywords: Bandwidth estimation, bottleneck link, packet
pair, packet train, available bandwidth, network measure-
ments, multimodal distributions, density estimation.

1 Introduction

The Internet is largely a commercial infrastructure in which
users pay for their access to an Internet Service Provider
(ISP), and from there to the global Internet. It is often the
case that the performance level (and tariff) of these net-
work connections is based on their bit-rate, or “network
bandwidth”, since more bandwidth normally means higher
throughput and better quality-of-service. In such an en-
vironment, bandwidth monitoring becomes a crucial opera-
tion. Users need to check whether they get the access band-
width that they pay for, and whether the network “clouds”
that they use are sufficiently provisioned. ISPs also need
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bandwidth monitoring tools in order to plan their capacity
upgrades, and to detect congested or underutilized links.

Network operators commonly use tools such as MRTG
[16] to monitor the utilization of their links with informa-
tion obtained from the router management software. These
techniques are based on counters maintained by routers,
and they are normally accurate. Their drawback, however,
is that they can only be performed with router access, and
such access is usually limited to the corresponding net-
work administrators. Instead, in this paper we focus on an
end-to-end bandwidth monitoring approach that requires
cooperation of only the path end-points. Even though end-
to-end approaches are typically not as accurate as router-
based measurements, they often are the only feasible ap-
proach for monitoring a path that crosses several networks.

Let us first define two important bandwidth metrics for
a network path. Consider a network path P as a sequence
of First-Come First-Served (FCFS) store-and-forward links
that transfer packets from the sender S to the receiver R.
Assume that the path is fixed and unique for the duration
of the measurements, i.e., no routing changes or multipath
forwarding occur. Each link ¢ transmits data with a con-
stant rate of C; bits per second, referred to as link capac-
ity or transmission rate. Two bandwidth metrics that are
commonly associated with path P are the capacity C' and
the available bandwidth A. Capacity is the minimum trans-
mission rate among all links in P. Note that the capacity
does not depend on the traffic load of the path. Awvailable
bandwidth, on the other hand, is the minimum spare link
capacity, i.e., capacity not used by other traffic, among all
links in P.

More formally, if H is the number of hops (links) in P,
C; is the capacity of link i, and Cj is the transmission rate
of the sender, then the path capacity is

=z, @
Additionally, if u; is the wutilization of link 7 (with 0 < u; <
1) over a certain time interval, the average spare capacity
of link 4 is C;(1 — u;). Thus, the available bandwidth of P
in the same interval can be defined as

A= z:rglnH [Ci1l = wi)] 2)

Even though the term “available bandwidth” has been pre-
viously given various interpretations (such as fair share or
bulk TCP throughput), there is growing consensus in the
literature for a definition that is equivalent to Equation (2)
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Figure 1: Graphical illustration of the packet pair tech-
nique. The width of each link corresponds to its capacity.
Two packets leave the sender back-to-back and they arrive
at the receiver with a dispersion that is determined by the
narrow link.

[10, 15, 24]. A longer discussion of the capacity and avail-
able bandwidth metrics, including clarifications for paths
with rate limiters, traffic shapers, or time-varying capacity,
can be found in [23].

The link with the minimum transmission rate determines
the capacity, while the link with the minimum spare band-
width determines the available bandwidth. To avoid the
term bottleneck link, that has been widely used for both
metrics, we refer to the capacity limiting link as narrow
link, and to the available bandwidth limiting link as tight
link. Note that these two links may be different.

The packet pair technique is a well-known mechanism for
measuring the capacity of a path. When a packet is trans-
mitted by a store-and-forward link it encounters a trans-
mission (or serialization) delay, related to the clock rate
of the underlying transmission hardware. In a link of ca-
pacity C};, the transmission delay for a packet of size L is
7; = L/C;. For now, let us ignore the fact that a packet
can carry different encapsulation headers in different links,
and assume that the packet size L remains constant as the
packet traverses the path; we return to this issue in §3.3.
A packet pair measurement consists of two packets of the
same size L sent back-to-back from S to R. Without any
cross traffic in the path, the packet pair will reach R with
a dispersion § (i.e., time spacing from the last bit of the
first packet to the last bit of the second packet) equal to
Tn, = L/C. Note that 7, is the transmission delay at the
narrow link. The receiver can then estimate the capacity
C from the measured dispersion 4, as C = L/4§. Figure 1
illustrates the packet pair technique in the case of a three-
link path, using the fluid analogy introduced by Jacobson
in [8].

Even though simple in principle, the packet pair tech-
nique can produce widely varied measurements and erro-
neous capacity estimates. The reason is that cross traffic
can distort the packet pair dispersion, leading to capacity
underestimation or overestimation. In this paper, we ex-
amine the packet pair bandwidth estimation technique, as
well as its generalization to packet trains, in depth. We
first demonstrate that, in general, packet pair bandwidth
measurements follow a multimodal distribution, and ex-
plain what causes multiple local modes. The path capacity
is a local mode, often different than the global mode of this
distribution, and so it cannot be estimated with standard
statistical procedures for the most common value or range.
We illustrate the important effects of network load, cross
traffic packet size variability, and probing packet size on the

packet pair bandwidth distribution. An interesting result
is that the conventional wisdom of using maximum-sized
packet pairs is not optimal for estimating the capacity of
a path. Instead, the probing size of different packet pairs
should vary, so that the sub-capacity erroneous local modes
become wider and weaker.

We then switch to the dispersion of long packet trains.
Earlier work [2, 3, 7] assumed that the dispersion of long
packet trains is directly related to the available bandwidth
of a path.! We show that this is not the case. Instead,
the mean of the packet train dispersion distribution cor-
responds to a bandwidth metric, referred to as Awverage
Dispersion Rate (ADR), that depends in general on the
capacity and utilization of all links in the path as well as
on the routing of cross traffic relative to the measured path.
We also show that the ADR is a lower bound of the capac-
ity, and an upper bound of the available bandwidth.

Putting all pieces together, we present a capacity esti-
mation methodology that has been implemented in a tool
called pathrate. Pathrate sends many packet pairs to un-
cover the local modes of the underlying bandwidth distri-
bution, and then selects the local mode that corresponds
to the capacity. This latter part is also based on the fact
that the ADR, measured with long packet trains, is a lower
bound for the capacity of the path. We report on our ex-
periences with pathrate, after having measured hundreds of
Internet paths over the last three years.

The rest of the paper is structured as follows. Section 2
summarizes previous work on bandwidth estimation. Sec-
tion 3 investigates in depth the distribution of packet pair
bandwidth measurements, while Section 4 focuses on the
distribution of packet train bandwidth measurements and
derives key properties of the ADR. Based on the insight
of previous sections, Section 5 describes the pathrate ca-
pacity estimation methodology and tool. We conclude in
Section 6.

2 Previous work

The concept of packet dispersion, as a burst of packets tra-
verses the narrow link of a path, was originally described in
[8] and it is closely related to the TCP self-clocking mech-
anism. Jacobson did not consider however the effects of
cross traffic, and so he did not distinguish between capac-
ity and available bandwidth. Keshav explored the same
concept in the context of congestion control [11], recog-
nized that the dispersion of packet pairs is not related to
the available bandwidth when router queues use the First-
Come First-Served discipline, and so he focused on fair-
queueing instead. Bolot used packet dispersion measure-
ments to estimate the capacity of a transatlantic link and
to characterize the traffic interarrivals [1].

Early work on packet pair dispersion was followed by
more sophisticated variations, focusing on statistical tech-
niques that can extract an accurate capacity estimate from

1Even though reference [3] did not formalize the available bandwidth

definition as in Equation (2), it essentially used the same definition (“the
portion of the base bandwidth not used by competing traffic”).



noisy bandwidth measurements. Carter and Crovella cre-
ated bprobe, which uses union and intersection filtering of
packet pair measurements, with variable probing sizes, to
produce a final capacity estimate [3]. Lai and Baker, on
the other hand, used a kernel density estimator as their
statistical filtering tool [12], and maximum-sized probing
packets.

Paxson was the first to observe that the distribution of
bandwidth measurements is multimodal, and he elaborated
on the identification and final selection of a capacity esti-
mate from these modes [20]. He used both packet pairs
and packet trains to estimate the underlying bandwidth
distribution. The complete methodology is called “Packet
Bunch Modes” (PBM) and as Paxson notes in [20] (p.267):
“It is unfortunate that PBM has a large heuristic compo-
nent, as it is more difficult to understand. (..) We hope
that the basic ideas underlying PBM —searching for multi-
ple modes and interpreting the ways they overlap in terms
of bottleneck changes and multi-channel paths— might be re-
visited in the future, in an attempt to put them on a more
systematic basis”.

More recently, the packet pair technique has been largely
revisited, explaining the multiple modes that Paxson ob-
served based on queueing and cross traffic effects [4, 15, 19].
This paper is an extension of our earlier work [4], with some
major differences however. Specifically, we elaborate on the
positive effect of packet pairs with variable sizes (while [4]
recommended fixed-size probing packets), define the ADR
based on the mean dispersion of packet trains, rather than
based on the asymptotic dispersion rate as the train length
increases, prove that the ADR is an upper bound for the
available bandwidth, and present a significantly different
statistical methodology for capacity estimation. [19] pro-
posed a queueing model which shows the effects of cross
traffic, and identified some key signatures in the packet
pair distribution. Additionally, [19] revealed the negative
effect of lower layer headers, and it argued for peak detec-
tion as superior to mode detection for capacity estimation.
Along a different research thread, [6] showed that it is pos-
sible to measure the capacity of targeted path segments
using packet dispersion techniques.

Dispersion techniques using packet trains, instead of packet

pairs, have been also proposed for available bandwidth esti-
mation. Carter and Crovella developed a tool called cprobe
which estimates the available bandwidth from the disper-
sion of eight-packet trains [3]. Other researchers have pro-
posed that the ssthresh variable in TCP’s slow-start phase,
which should be ideally set to the product of the connec-
tion’s RTT with the available bandwidth, can be deter-
mined from the dispersion of the first three or four ACKs
[2, 7]. The underlying assumption in [2, 3, 7] is that the
dispersion of packet trains is inversely proportional to the
available bandwidth. However, as it was first shown in [15]
and then in [4], this is not the case: the average dispersion
of long packet trains is inversely proportional, instead, to
the ADR.2

2Note that [15] used the term “proportional share bandwidth” to de-
scribe what we call ADR.

More recently, significant progress has been made in the
estimation of available bandwidth through end-to-end mea-
surements [10, 15, 24]. The TOPP and SLoPS techniques,
of [15] and [10] respectively, use packet streams of vari-
able rates. When the stream rate exceeds the available
bandwidth, the stream arrives at the receiver with a lower
rate than its rate at the sender. TOPP has the additional
advantage that, together with available bandwidth, it can
also estimate the capacity of the tight link in the path,
and in some cases, the capacity and available bandwidth
of other links in the path. SLoPS, on the other hand, gives
more emphasis on the variability of available bandwidth,
and on the resulting measurement uncertainty (referred to
as “grey region”). For a more detailed discussion of the
related work in available bandwidth estimation, we refer
the reader to [10].

We finally note that packet dispersion techniques are not
the only way to measure bandwidth. A different methodol-
ogy, called Variable Packet Size (VPS) probing, attempts
to measure the capacity of every link in a path. The under-
lying idea in VPS probing is based on the variation of one-
way delays as the packet size increases [5, 9]. Lai and Baker
proposed a variation of this technique, called packet tailgat-
ing, which avoids the need for ICMP replies from routers
[13]. However, the reported capacity estimates with VPS
techniques are often inaccurate. A possible explanation is
that the presence of layer-2 store-and-forward devices (e.g.,
Ethernet switches) creates additional transmission delays
that are not accounted for by these tools [17, 21].

3 Packet pair dispersion

A packet pair measurement can be described more formally
as follows. Consider a network path P defined by the se-
quence of link capacities P ={Cy, C1,...,Cn}. Two pack-
ets of the same size L are sent from the sender S to the
receiver R. These packets are called probing packets of size
L. The dispersion 6; of the packet pair after a link 4 is the
time interval between the complete transmission (up to the
last bit) of the two packets by link 7. The dispersion of the
probing packets after the sender S is dp = 79 = L/Cy, i.e.,
the two probing packets are sent “back-to-back”. When the
packet pair reaches the receiver, R measures the dispersion
0, and then computes a bandwidth estimate b = L/0y.
Since 0y can vary among different packet pair measure-
ments, b can be considered a continuous random variable.
Suppose that b follows a probability density function B,
that we refer to as the packet pair bandwidth distribution.
Our main objective here is to understand the salient fea-
tures of the distribution B, and in particular those charac-
teristics that relate to the capacity of the path.

First, let us assume that there is no cross traffic in the
path. It is easy to see that the dispersion §; cannot be lower
than the dispersion §; ; at the previous hop and the trans-
mission delay 7; = L/C; at hop i, i.e., §; = max{d; 1,7 }.
Applying this model recursively from R back to S, we find
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Figure 2: The two cases of Equation (4).

that the dispersion at R is

L L L
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where C), and 7, are the capacity and transmission delay at
the narrow link, respectively. Consequently, without cross
traffic, all packet pair bandwidth measurements are equal
to the capacity, independent of the probing size L.

Note that the two probing packets of the same packet
pair should have the same size L, so that both packets
encounter the same transmission delay at each link. Oth-
erwise, if L, is the size of the first probing packet and L, is
the size of the second probing packet, the dispersion after
link i is §; = 6;_1 + L2522 if 6;_1 > L1/Ci, and 6; = L»/C;
otherwise. The dlspersmn O at the receiver is not always
determined by the capacity of the narrow link in that case.?

In the presence of cross traffic, probing packets can expe-
rience additional queueing delays. Let d} be the queueing
delay of the first probing packet at hop i. Also, let d? be
any additional queueing delay of the second probing packet
at hop i, after the first packet has departed from that link
(see Figure 2). The dispersion after hop i is

g = max T; = = Tn (3)

i=0...H

7+ d? if 7 +d} >0 4
8; = 4)
8i—1 + (d? — d}) otherwise

Note that when 7; +d} < §;—1 and d? < d}, the dispersion

from hop i—1 to hop i decreases, i.e., §; < d;—1. This effect
can cause a dispersion at R that is lower than the disper-
sion at the narrow link (6g < L/C),). Note that this can
only happen if there are additional links after the narrow
link.* We refer to such links as post-narrow links. The last
observation implies that the capacity of the path cannot be
estimated simply from the minimum measured dispersion
(or, equivalently, the maximum bandwidth measurement)
because the minimum dispersion could have resulted at a
post-narrow link.

In order to examine the properties of the packet pair
bandwidth distribution B in a controllable and repeatable
manner, we used the network simulator NS. Simulations al-
low us to investigate the effects of cross traffic in packet pair
dispersion, avoiding issues such as route changes, multi-
channel links, timestamping accuracy and resolution, that
can distort the measurements. Together with simulations,
we also present measurements from Internet paths.

3Variations of the packet pair technique, with probing packets of differ-
ent sizes, have been proposed for different estimation purposes [6, 13, 19].

4If there is more than one link with capacity C, the narrow link is the
last of them in the path.
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Figure 3: Two cases of cross traffic routing.

The simulated model follows the path description given
earlier, i.e., S sends packet pairs to R, and the latter com-
putes bandwidth estimates b from the measured dispersions
O0r. The bandwidth distribution B is estimated from a his-
togram of 1000 packet pair measurements. The Appendix
describes in detail the statistical procedure that we use to
detect local modes in B, as well as a heuristic for selecting
the bin width w. In summary, a local mode estimates the
range of a local maximum in B. The strength of a local
mode is the number of measurements in the central bin of
that mode, i.e., the maximum number of measurements in
a range of width w in that mode. The width of a local
mode, on the other hand, is related to the range in which
that mode extends. The global mode of B is the local mode
with the maximum strength, i.e., the most common range
of bandwidth measurements with width w. For example,
Figure 12 shows a distribution with three local modes; the
global mode has a strength Sy and a width Wa.

Unless noted otherwise, the probing size L is fixed at
1500 bytes. Cross traffic is generated from sixteen sources
at each hop with Pareto interarrivals and shape parame-
ter a=1.9, i.e., the packet interarrivals are heavy-tailed.
The cross traffic packet size is denoted by L., and it is ei-
ther constant or it is uniformly distributed in the [40,1500]
(bytes) range.

The routing of cross traffic packets relative to the mea-
sured path is also important. Figure 3 shows two extreme
cases. In Figure 3-a, cross traffic follows the same path
with the packet pairs (path persistent cross traffic). In Fig-
ure 3-b, cross traffic exits the path after one hop (one-hop
persistent cross traffic). We explain the importance of cross
traffic routing in §4. For now, we note that the following
simulations use one-hop persistent cross traffic.

3.1 The effect of network load

Let us first examine the effect of network load on the packet
pair bandwidth distribution B. Figure 4 shows the his-
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Figure 4: The effect of network load on the packet pair
bandwidth distribution B (simulations).

togram of B for a path P ={100,75,55,40,60,80} (all capac-
ities in Mbps), with a bin width of 2 Mbps. Note that the
path capacity is C=40Mbps, while the post-narrow links
have capacities of 60 and 80 Mbps, respectively. In Fig-
ure 4-a all links are 20% utilized, whereas in Figure 4-b all
links are 80% utilized.

When the path is lightly loaded (u=20%) the capacity
value of 40 Mbps is prevalent in B, and it forms the Capac-
ity Mode (CM), that is the global mode of the distribution
in this case. CM is formed by packet pairs that did not get
queued behind cross traffic packets in the path. Bandwidth
measurements at the left of CM are caused by cross traffic
packets that interfere with packet pairs, increasing their
dispersion, and causing a Sub-Capacity Dispersion Range
(SCDR). For instance, the SCDR in Figure 4-a is between
10 and 40 Mbps. The reason we observe several local modes
in the SCDR is discussed later in this section.

Bandwidth measurements at the right of CM are caused
at the post-narrow links when the first probing packet
is delayed more than the second. The corresponding lo-
cal modes are referred to as Post-Narrow Capacity Modes
(PNCMs). Note a PNCM at 60 Mbps, which is the ca-
pacity of the link just after the narrow link. That local
mode is created when the first probing packet is delayed
long enough for a packet pair to be serviced back-to-back
in that link. A link with capacity C; can form a PNCM
if all links later in the path have higher capacities, i.e., if
C; < Cj for any link j with i < j < H.

In the case of heavy load (u=80%), the probability of
cross traffic packets interfering with the probing packets
becomes much larger, and CM is not the global mode of
B (see Figure 4-b). Instead, the global mode resides in
the SCDR, which now dominates the bandwidth measure-
ments. In fact, in heavily congested paths CM may not
even appear as a local mode if almost every packet pair is
affected by cross traffic.

A key point to take from Figure 4-b is that the path
capacity cannot be estimated, in the general case, by sta-
tistical techniques that extract the most common bandwidth
value or range. Instead, we must analyze the queueing ef-
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fects that cause different local modes, understand what dis-
tinguishes CM from SCDR and PNCM modes, and choose
a probing size L that will make CM relatively stronger than
those erratic modes.

Figure 5 shows packet pair bandwidth distributions based
on Internet measurements, rather than simulations. The
measured path is from the University of Delaware to En-
sica in Toulouse, France. The capacity of the path is 1
Mbps, limited by Ensica’s access link. The distribution
of Figure 5-a resulted from measurements on a Saturday
morning in Delaware (afternoon in France), while the dis-
tribution of Figure 5-b resulted from measurements on a
Thursday morning in Delaware. Even though we do not
know the actual utilization at each link of the path, it is
reasonable to expect that the path is much more loaded
on a weekday than on a Saturday. The impact of the net-
work load is obvious in Figure 5. When the path is lightly
loaded, CM is prevalent and thus easy to measure. In heav-
ier loads, on the other hand, the SCDR is prevalent, and
CM is only a minor local mode. There are no significant
PNCMs in these measurements.
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3.2 The effect of cross traffic packet size
variability

Let us now investigate what causes local SCDR modes. Fig-
ure 6 shows B for the same path as in Figure 4, when the
cross traffic packet size L is fixed to 1500 bytes (Figure 6-
a), and when it varies uniformly in the range [40, 1500]
bytes (Figure 6-b). In the first case, the probing size L is
also 1500 bytes, while in the second case it is set to 770
bytes, i.e., the average of the cross traffic packet range [40,
1500].

When all packets in the path have the same size (L. =
L), it is simple to explain the local modes in the SCDR of
Figure 6-a. The basic idea is that SCDR local modes are
created when o number of cross traffic packets interferes
with the packet pair in specific links of the path. For in-
stance, consider the path P ={100,60,40}. A local mode
at 30 Mbps can be caused when a single cross traffic packet
interferes between packet pairs at the 60 Mbps link. In
that case the packet pair dispersion after the narrow link
is 0, = % +(2& - %) = £ (see Figure 7). Similarly, a
mode at 20 Mbps can be caused by a single packet inter-
fering between packet pairs at the 40 Mbps link, or by two
packets interfering at the 60 Mbps link, and so on.

On the other hand, when cross traffic packet sizes vary
uniformly in the range [40,1500] (Figure 6-b), the resulting
packet pair dispersion is much less predictable. If the cross
traffic packet size distribution has no local modes (such
as the uniform distribution), the SCDR, in B has no local
modes either. On the other hand, the CM and some of
the PNCMs are still distinct modes in the distribution of
Figure 6-b, because they are caused by probing packets
serviced back-to-back at the narrow or post-narrow links,
respectively, independent of the cross traffic packet size
distribution.

Several measurement studies have shown that the packet
size distribution in the Internet has strong modalities, cen-
tered around three or four common values [14, 26]. Specif-
ically, about 50% of the packets are 40 (or 44) bytes, 20%
are 576 bytes, and 15% are 1500 bytes. These dominant
packet sizes would cause a packet pair bandwidth distribu-
tion that is more similar to the discrete dispersion effects of
Figure 6-a, rather than the continuous dispersion effects of
Figure 6-b. Thus, when measuring real Internet paths with
fized-size probing packets, we should expect strong SCDR
local modes.
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Figure 8: Small versus large probing size L.

3.3 The effect of the probing packet size

We now focus on the effect of the probing size L on the
packet pair bandwidth distribution B. The conventional
wisdom, as reflected for instance in [20] or [12], is that the
best value of L is the maximum non-fragmented packet
size, i.e., the path Maximum Transmission Unit (MTU)
size. The reason is that a larger L leads to wider disper-
sion that is easier to measure, more robust to queueing
delay noise, and less sensitive to the timestamping resolu-
tion at the receiver. Here, we first investigate the effect of
the probing size on the strength of the PNCM, CM, and
SCDR modes, showing that MTU-sized probing packets are
not optimal for capacity estimation. We also show that if
the probing size L varies among different packet pairs, the
SCDR modes become wider and weaker, making the CM
mode relatively stronger.

Let us first examine the effect of a fized probing size L on
the strength of the PNCM, CM, and SCDR modes. Sup-
pose that a packet pair arrives at a link 4 of capacity C;.
If a cross traffic packet arrives at link ¢ in the time interval
between the arrival of the first and second probing packets,
which is of duration L/C;, it will interfere with the probing
packets, increasing the dispersion §; above 7;. The larger L
is, the higher the probability of an interfering cross traffic
arrival, and the more prevalent the SCDR will be in B.

The effect of a fixed probing size is clear in Figure 8,
where B is shown for a small probing size (L=100B) and
for a large probing size (L=1500B). In both cases, the path
configuration, load, and cross traffic packet size distribu-
tion are the same. Note that the probing size L is qualified
as “small” or “large”, relatively to the size of cross traffic
packets. The SCDR in the case of small L is much weaker
than in the case of large L, because it is less likely for cross
traffic packets to interfere between small probing packets.

As L decreases, on the other hand, the dispersion de-
creases proportionally, and it becomes more susceptible to
distortion at post-narrow links. Suppose that L=100B,
P={40,80}, and that a packet pair leaves the 40Mbps nar-
row link back-to-back, i.e., with §o=20us. It only takes at
least 100 bytes of cross traffic interfering at the 80Mbps
link, to make the packet pair depart from that link back-
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Figure 9: Fixed versus variable-sized packet pair band-
width measurements.

to-back, i.e., with §; =10us. In general, as L decreases, the
formation of PNCMs becomes more likely. This is shown
in Figure 8. Note the PNCM at 60 Mbps in Figure 8-
a, which is actually stronger than the CM located at 40
Mbps. On the other hand, there are no significant PNCMs
when L=1500B, as shown in Figure 8-b.

We next consider the following question: in order to es-
timate the capacity of a path, is it better to use the same
probing size L in all packet pairs, or a variable L across
different packet pairs? The key idea here is that, if L is the
same in all packet pairs, SCDR local modes will be created
when cross traffic packets of certain common sizes interfere
between packet pairs. For example, if L=1500B, the inter-
ference of a 1500-byte cross traffic packet at a 40Mbps link
can cause an SCDR mode at 20Mbps. As noted in §3.2,
there are 3-4 common packet sizes in Internet traffic, and
so the creation of strong SCDR modes should be expected
when all packet pairs have the same probing size L (see
also Figure 6).

Suppose, instead, that L varies uniformly across dif-
ferent packet pair experiments between 50B and 1500B.
The interference of 552 byte cross traffic packets between
a packet pair at a 40Mbps link will generate bandwidth
measurements uniformly distributed between 3.3Mbps and
29Mbps, depending on the probing size L. So, the use of
variable-sized probing packets distributes the sub-capacity

measurements in a larger bandwidth range, making the SCDR

modes wider, and thus weaker compared to CM.

The difference between fixed and variable probing packet
sizes is clear in Figure 9. The two bandwidth distributions
resulted from 1000 packet pair experiments in the path
from University of Wisconsin to CAIDA in San Diego, CA.
In the first case (Figure 9-a), all packet pairs consist of
probing packets with size L=1500 bytes. Note the pres-
ence of strong SCDR modes around 72Mbps, 35Mbps, and
26Mbps.> CM, located around 100Mbps, appears only as
a weak mode compared to these SCDR modes. In Figure
9-b, on the other hand, the probing size varies uniformly

5The estimation of local modes is performed using the statistical pro-
cedure described in the Appendix, and not based on visual inspection of
these histograms.

between 600 and 1500 bytes. Notice that the sub-capacity
measurements have been spread throughout a wider range,
and that the SCDR modes are weaker compared to Figure
9-a. The CM has accumulated roughly the same number of
measurements in both Figures 9-a and 9-b, but it is easier
to detect in the latter, because it is stronger compared to
the SCDR modes.

Given all previous constraints, what should the probing
size L be? We showed that using a range of L, instead
of a certain value, spreads the sub-capacity measurements
making the SCDR modes wider, and thus weaker. We also
showed that using probing packets that are too small com-
pared to cross traffic packets can create intense PNCMs,
while using probing packets that are too large can lead to a
prevalent SCDR and a weak CM. Combining these effects,
we see that a good compromise for the probing packet size
is to use a range of sizes, say from Lpin to Lpye., where
Lonin s not a very small packet and Ly,q, is not a very
large packet, compared to cross traffic packets.

We need to consider two additional practical constraints
on L. First, encapsulation headers in lower layers of
the protocol hierarchy can cause a significant capacity un-
derestimation when using small probing packets. Suppose
that a link has a capacity Cr2 at the link-layer (layer-2).
At the IP layer (layer-3), the link will deliver a lower rate
than its nominal transmission rate C'ra, due to the over-
head of layer-2 headers [19]. The transmission latency for
an IP packet of size L3 bytes is

_ Lps+ Hpo
Cra
where Hp, is the size of layer-2 headers that encapsulate

the IP packet. So, the capacity Crs of the link at layer-3
is

0r3 (5)

L L 1
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Note that the layer-3 capacity depends on the size of the TP
packet relatively to the layer-2 header size. To reduce the
effect of layer-2 headers on the measured layer-3 capacity,
we need to use probing packets that are significantly larger
than the typical layer-2 encapsulation headers (5-50 bytes).
In pathrate for instance, the minimum probing size Ly, is
set to 550 bytes.

Second, we need to consider the per-packet processing
time at the receiver. An end-host can only measure the
dispersion of a packet pair when the latter is larger than a
certain lower bound 6,,. This dispersion ,, is determined
by the latency to receive a packet from the network inter-
face, process the packet at the kernel protocol stack, move
the packet from kernel to user space through a recufrom
system call, timestamp the arrival, etc, before waiting for
the second probing packet. Given 4, for a particular host,
the maximum possible capacity that can be measured for
a packet size L is L/é,,. For example, with d,,=10us and
L=800B, the maximum capacity that can be measured is
640 Mbps. On the other hand, when a rough estimate C
of the capacity is known, the minimum packet size should
be set t0 Lpin > Cém.



3.4 Summary of packet pair dispersion

The packet pair bandwidth distribution B can be viewed
as a sequence of local modes imposed on an underlying
random measurement noise. In general, the path capacity
cannot be estimated from the most common measurement
(global mode) or from the maximum bandwidth measure-
ment. Each local mode in B is caused by a commonly
occurring queueing event that leads to a specific dispersion
range. Some local modes are below the capacity (SCDR),
some above the capacity (PNCMs), and one of them (CM)
is normally the capacity. CM is typically the global mode
of B under light load conditions. The SCDR accumulates
more measurements as the load increases however, and it
exhibits several local modes if the cross traffic packet size
distribution is multimodal. Regarding the probing packet
size, using a range of values, instead of a fixed size, spreads
the sub-capacity measurements making the SCDR modes
wider, and thus, weaker. Finally, using probing packets
that are too small compared to cross traffic packets can
create intense PNCMs, while using probing packets that
are too large can cause a prevalent SCDR and a weak CM.

4 Packet train dispersion

As a generalization of the packet pair technique, S can send
N back-to-back packets of size L to R with N>2; we refer
to these probing packets as a packet train, or simply train,
of length N. R measures the total dispersion A(N) =
E,Ij:_ll 0% of the train, from the first to the last packet,
where §* is the dispersion between packets k and k + 1.

From A(N), R calculates a bandwidth measurement b(N)
as
-z
b(N) = A (7)

b(N) can also be written as b(IN)

s ) = ket OF

5() = Zi=t ®)
is the average dispersion among successive packet pairs of
the train.

Without cross traffic in the path, all bandwidth mea-
surements b(N) will be equal to the capacity, just as in the
packet pair case. So, the capacity of an empty path can
be measured with packet trains of any length. One should
use packet trains, however, when the narrow link is multi-
channeled [20]. In a p-channel link of total capacity C, the
individual channels forward packets in parallel at a rate of
C/p, and so the link capacity can be measured from the
dispersion of packet trains with N=p-+1.

In a non-empty path, A(N) will vary across different
train measurements. In that case, b(IN) can be considered
a continuous random variable, and we refer to its proba-
bility density function as the packet train bandwidth distri-
bution B(N). It may seem at first that using long packet
trains simplifies the problem of capacity estimation com-
pared to packet pairs. One can argue such a hypothesis be-
cause trains lead to larger dispersion values, which would

= L/§(N), where
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Figure 10: The effect of the packet train length N (simu-
lations).

be less sensitive to measurement noise. However, as we
show in this section, this is not the case. The key idea is
that, although the dispersion A(N) becomes larger as N
increases, so does the cross traffic noise that is introduced
in the dispersion A(N). In other words, as the train length
N increases, more cross traffic packets can interfere with
the packet train resulting in bandwidth measurements that
are less than the path capacity C.

4.1 The packet train bandwidth distribu-

tion

We first make three observations, based on simulation and
experimental results, on the relation between N and B(N).
Figure 10 shows histograms of B(NN) for four increasing
values of N at a simulated path P ={100, 75, 55, 40, 60,
80} with u=80% in all links. Figure 11 shows histograms
of B(N) for four increasing values of N at an Internet
path from the University of Wisconsin to the University
of Delaware. All histograms are based on 1000 train mea-
surements.

The first observation is that, as N increases, the CM
and PNCMs become weaker, until they disappear, and the
SCDR prevails in B(N). This is because, as N increases,
the probability that a packet train will encounter addi-
tional dispersion due to cross traffic packets increases as
well. When the train length is sufficiently large, almost ev-
ery bandwidth measurement is less than the path capacity



nova (U-Wisc) to ren (U-Delaware), L=1500B
120 120

nova (U-Wisc) to ren (U-Delaware), L=15008

CM\*
@ 100 N=2 @ 100 N=4
f=4 f=4
g = g =
[} [
= =
3 60 3 60
o o
) )
E w0 E w
“— “—
s} s}
* 5 * 5
%6710 20 30 40 50 60 70 80 90 100110120 %5 10 20 30 40 50 60 70 80 90 100110120
Bandwidth (Mbps) Bandwidth (Mbps)
(a) Packet pairs (N=2) (b) Packet trains with N=4
nova (U-Wisc) to ren (U-Delaware), L=1500B nova (U-Wisc) to ren (U-Delaware), L=15008
160
140 220 gyerage_
@ N=10 & 200 N=60 ispersion
€ 120 € 180 Rate
[} -
£ 100 2 10 R = 50-60 Mbps
g O 140
7 w0 § 120
o} O 100
£ 60
- E 80
;2 40 O 60
* 40
20
20
0

0
0 10 20 30 40 50 60 70 80 90 100 110120
Bandwidth (Mbps)

0 10 20 30 40 50 60 70 80 90 100 110120
Bandwidth (Mbps)

(c) Packet trains with N=10 (d) Packet trains with N=60

Figure 11: The effect of the packet train length N (mea-
surements).

due to cross traffic interference. This observation also im-
plies that the optimal train length for gemerating a strong
Capacity Mode is N = 2, i.e., to use packet pairs. Longer
packet trains are more likely to cause capacity underesti-
mation.

A second observation is that the variability of b(N) de-
creases as N increases. In Figures 10 and 11, this is shown
both by the reduced distribution range and by the sup-
pression of local modes as the train length increases. This
observation can be explained from Equation (8) as follows:
if 02 is the variance of the packet pair dispersion 4, and as-
suming that the packet pair dispersions 6* (k=1...N—1)
are independent, the variance of §(IV) is 0% /(N —1). Since
the train bandwidth (V) is uniquely determined by §(IN),
the variance of b(IV) decreases as N increases.

A third observation is that, if N is sufficiently large, the
location of the packet train bandwidth distribution B(N)
becomes independent of N. In other words, as the train
length increases, the resulting bandwidth measurements
tend towards a certain value that we refer to as Average
Dispersion Rate (ADR). We next use a simple model of
packet train dispersion, based on a fluid cross traffic model,
to explain the effect of N on the distribution B(NV), derive
the ADR in a multihop path, and show the relation be-
tween the capacity, available bandwidth, and ADR.

4.2 Average Dispersion Rate

Consider a path P={Cy,C1,...Cg} from S to R. At
link 4, the average cross traffic rate is S; (S; < Cj), the
available bandwidth is 4;=C;-S;, and the utilization is
u;=S;/C;. We assume that links use the First-Come First-
Served queueing discipline, and that they are adequately
buffered to avoid any packet losses. S sends trains of length
N to R at the source rate Cy. The probing packet size is L
bytes. Each train is sent after the previous train has been
received, and so different trains do not interact while in
transit. The train dispersion A;(N) after link ¢ is the time
interval between the complete transmission of the first and
the last packets of the train from link . The initial disper-
sion of the train after the source is Ag(N) = L(N —1)/Cy,
i.e., the probing packets are sent back-to-back. The train
arrives at R with a dispersion A(N) = Ag(N), resulting
in a bandwidth measurement b(N) = (N —1)L/A(N). We
are interested in the bandwidth metric R that corresponds
to the mean packet train dispersion E[A(N)], i.e.,
(N-1)L

R N) ©)

We refer to R as the Average Dispersion Rate, or ADR.

4.2.1 The ADR in a single-hop path

Let us start with a single-hop path P={Cy, C1}, where
Co > A;. We assume that the cross traffic follows a fluid
model, and so the amount of cross traffic that arrives at
link 4 in any time interval T is S;T. So, the cross traffic
that arrives in the link during a train’s initial dispersion
Ag(N) is X1 = S1Ag(N). The traffic X; is interleaved
with the packet train at the FCFS queue of the link. The
dispersion of the packet train after the link is

(N-1)L+X; (N-1)L C1
A{(N) = = 1 — 1
L) o G rugh (10
and so the ADR is
r= W=D G Ch (11)

TEAN] T trwG

Note that R does not depend on the train length N. This
agrees with the last observation of §4.1, according to which
the ADR is independent of the train length N.

Is Equation (11) valid for any train length N however?
To answer this question we need to depart from the pre-
vious fluid model and take into account that cross traffic
appears as a random process of distinct packet arrivals.
In that case, the amount of cross traffic X; that arrives at
the link during a time interval Aq(N) may be different than
the mean E[X;] = S1Aq(N). As N increases, however, we
expect that the cross traffic rate X1 /A¢(N) during the ar-
rival of a particular packet train of length N will converge
to the average rate S1, and so we can approximate X; by
its mean E[X;]. Thus, Equation (11) can be considered
a good approximation for the ADR with packetized cross
traffic as long as N is sufficiently large. As shown in Figure



11-d, which resulted from experiments with real Internet
traffic, a train length of a few tens of packets is typically
sufficient to approximate the location of the distribution
B(N).

Equation (11) also shows that, for capacity estimation
purposes, it is better to inject probing packets in the path
from a higher bandwidth interface (higher Cjy), since the
cross traffic error term uy C1/Cp is then reduced. For in-
stance, suppose that we measure the capacity of a path us-
ing packet trains and that Cy=100Mbps and C;=100Kbps.
Even if the narrow link is almost saturated (u ~ 1), the
term u; C;/Cy will introduce an underestimation error that
is less than 0.1%. This also explains why it is harder to
estimate the capacity of paths in which the narrow link
capacity is of the same order of magnitude with the source
transmission rate.

4.2.2 The ADR in a multihop path with one-hop
persistent cross traffic

Consider now the general case of a multihop path P={Cy, C1, ...

We assume again that the cross traffic follows the fluid
model, and so the amount of cross traffic arriving at link
i in any time interval T is S;T. Additionally, we assume
that the cross traffic is one-hop persistent (see Figure 3-b).
This assumption guarantees that the amount of interfering
cross traffic at link 4 does not depend on the amount of in-
terfering cross traffic at previous links. Let R; be the ADR
at the output of link ¢, with Ry = Cy. We derive R; as a
function of R;_; fori=1,... H.

If R; 1 < A;, we have that R; | +.5; < Cj, and so cross
traffic interferes between probing packets without increas-
ing their dispersion. Thus, the ADR at the output of link
1 is R, = Rz’—l-

If R;_; > A;, we can follow the same derivations that
resulted in (11) to show that,

1+u,~

R, C; R;_,C;
- S; + Ri_1 n (Cz — Az) + Ri_1

R;_1

Putting the previous two cases together, we have that

if Ri_1 > A;

R; = Ry Si+Ri_1
otherwise

i—1

(13)

So, if we know the capacity and available bandwidth at
each link of the path, we can derive the ADR applying
(13) recursively from i = 1 to ¢ = H, assuming that the
cross traffic is one-hop persistent. Note that the ADR is
determined, in general, by the capacity and available band-
width of each link in the path. This is fundamentally differ-
ent than the end-to-end available bandwidth A = min 4;,
which depends on the utilization and capacity of only the
tight link.

4.3 ADR and cross traffic routing

If the cross traffic is not one-hop persistent, the interfering
cross traffic at link 4 depends on the amount of cross traffic
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at previous links. To illustrate this point, consider the
tWO-hOp path P:{C(],Cl,CQ} with CO Z 01 Z 02. We
compare the ADR between one-hop persistent and path
persistent, cross traffic (see Figure 3), under the same load
conditions.

Suppose that the average cross traffic rate is S =11 <
Ch at link-1, and Sy = r1 + 72 < Cs at link-2, with 71,7y >
0. In the case of one-hop persistent cross traffic we can use
(13) to show that the ADR after each link is

1p _
R, =

because Co > A; and R > Ay = Cy — S,.

In the path persistent model, the cross traffic rate enter-
ing link-1 is 7y and the cross traffic entering link-2 is rs.
So, the aggregate load at link-2 is Sy = ry + 72, as in the
one-hop persistent case. The ADR at the exit of link-1 is
the same as previously,

Cu}. _oip Oh
0
The train dispersion at the exit of link-1 is
N —-1)L A
Al — ( ) + 7180 (16)

Cy

with Ag = (N — 1)L/Cy. The additional cross traffic that
interferes with the train at link-2 is X5 = A;ry, and so the
train dispersion at the exit of link-2 is

(N — 1)L -+ TIAO -+ T‘2A1

Ay = 1
2 G (17)
So, the ADR after link-2 is
(N-1)L Cs
RFP = = 18
2 A QI+ +&) (18)

It is easy to show that RE? > RiP, i.e., the one-hop
persistent model results in lower ADR. The two models
produce different results because, in the path persistent
model, the cross traffic that interferes with the train at
link-1 has already been “spaced out” after link-1 to a rate
that is lower than r;. So, the cross traffic that interferes
with the train at link-2 has a lower rate than r; + 5.

4.4 The relation between ADR, capacity,
and available bandwidth

It is easy to show that that the ADR is a lower bound for
the capacity C' of a path.

Proposition 1:
ceiver is R < C.

Proof.

According to (12), if R;—1 > A; then R; < C;. So,
from (13), the ADR after each link i is either less than the
available bandwidth A;, and thus less than the capacity

The Average Dispersion Rate at the re-



C;, or it becomes less than the capacity C;. If the narrow
link is link 7, this means that R, < C, = C. Since the
ADR after link ¢ is never larger than the dispersion rate
after link ¢ — 1, we have that R= Ry < C.
Q.E.D.

We next prove that the ADR is an upper bound for the
available bandwidth A of a path, as long as the source rate
Co is not lower than A.

Proposition 2: If Cy > A, the Average Dispersion Rate
at the receiver is R > A.

Proof.

Consider first a link 4 in which 4; < R;_;. From Equa-
tion (12), we can check whether R; > A; by examining the
inequality A? — (C; + R;_1)Ai + C;R;_1 > 0. This inequal-
ity holds because A; < R; ; and 4; < C;. So,if A; < R; 1
then Rz Z Az

We now use induction to show that R; > A = min; A;
for each 4 = 1,... H. At the first link, if Cy < A; then
Ry = Cy, but Co > A and so Ry > A. If Cy > A; then
Ry > Ay, and so R; > A because 4; > A.

Suppose now that Ry > A, with k < H. If R, < Agy1
then Rpi1 = Ry, but R, > A and so Ry41 A If
Ry, > Ag4q then Rpy1 > Apy1, and so Rpqa A be-
cause Ag41 > A. Thus, R = Ry > A.

Q.E.D.

2
2

4.5 Summary of packet train dispersion

Let us summarize our findings for the packet train band-
width distribution B(N). As the packet train length N
increases, trains become more vulnerable to cross traffic
interference due to their larger duration. Thus, packet
trains are not as appropriate as packet pairs to measure
the capacity of a path. As N increases, the SCDR prevails
in B(N), and the variability of b(N) decreases. Addition-
ally, if N is sufficiently large, the bandwidth measurement
that corresponds to the mean packet train dispersion, re-
ferred to as ADR, becomes independent of N. The ADR
depends, in general, on the capacity and utilization of all
links in the path, as opposed to the available bandwidth
which depends only on the tight link, and it also depends
on the routing of cross traffic relative to the measured path.
Finally, the ADR is a lower bound for the path’s capacity,
and an upper bound for the path’s available bandwidth.

5 A capacity estimation methodol-
ogy

We now present a capacity estimation methodology that
is based on the results of the previous two sections. This

methodology has been implemented in a tool called pathrate.

The main results upon which pathrate is based on are:

e The optimal train length for detecting the capacity
mode is N=2, i.e., to use packet pairs.

6 Pathrate is publicly available at http://www.pathrate.org.
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e Using packet pairs with variable-sized packets makes
the SCDR modes wider and weaker, facilitating the
detection of a capacity mode.

e Using relatively larger (but still variable-sized) packets
makes the PNCMs weaker, facilitating the detection of
a capacity mode.

e The ADR can be measured with long packet trains (a
few tens of packets). The ADR is a lower bound for
the capacity of the path.

Pathrate requires the cooperation of both the sender
and the receiver, i.e., it is a double end-point methodology.
More flexible approaches require access only at the sender,
forcing the receiver to reply to each probing packet using
ICMP, UDP-echo, or TCP-FIN packets. The drawback of
those approaches is that the reverse path from the receiver
to the sender, through which the replies are forwarded, can
affect the bandwidth measurements. We prefer the double
end-point methodology, even though it is less flexible, be-
cause it is more accurate.

Pathrate uses UDP for transferring probing packets. Ad-
ditionally, pathrate establishes a TCP connection, referred
to as control channel, between the sender and the receiver.
We ignore any packet pairs or trains that encountered losses
during the measurement process. As a simple form of con-
gestion avoidance, pathrate aborts the measurement pro-
cess when it detects a number of consecutive losses in the
path. We ensure that the time interval between successive
packet pairs or trains is larger than the round-trip time of
the path, and not less than 500 msec. On the average, the
probing traffic overhead during a run varies between 25-
600Kbps, depending on the range of the bandwidth mea-
surements.

Pathrate consists mainly of three execution phases. We
describe the major tasks in each phase next.

Preliminary measurements and bin width selection

Initially, pathrate detects the maximum train length N, ..
that the path can transfer without causing packet losses.
The ADR estimation, during Phase II, uses trains of that
length. Then, pathrate generates about 60 packet trains of

gradually increasing length, from N = 2 to N = min(10, Ny;42)

packets. These preliminary measurements are used in two
ways.

First, from the preliminary measurements, pathrate cal-
culates a reasonable bandwidth resolution, or bin width, w.
The bandwidth resolution w is an important parameter for
the detection of local modes in a distribution of band-
width measurements (see Appendix). w is set to about
10% of the interquartile range of the preliminary measure-
ments. Thus, a wider distribution of measurements leads to
a larger bin width, in accordance with standard statistical
techniques for density estimation [25]. The final capacity
estimate of pathrate is a bandwidth range of width w.

Second, the preliminary measurements terminate with a
“Quick-Estimate”, when there is very low variation. This
happens at paths that are quite lightly loaded. Specifically,
pathrate measures the Coefficient of Variation (CoV) of the
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Figure 12: The characteristics of a local mode.

preliminary measurements (ignoring some of the largest
and smallest values). If CoV is less than a certain thresh-
old, pathrate exits. The final capacity estimate C' in that
case is calculated as the average of the preliminary mea-
surements, after removing the 10% smallest and largest
values.

Phase I: Packet pair probing

In Phase I, pathrate uses a large number of packet pairs to
uncover the local modes of the bandwidth distribution B.
We expect one of these modes to be the Capacity Mode.
Phase I consists of K;=1000 packet pair measurements
with variable sized probing packets. L varies between L,
and L4, bytes. The minimum size L,,;, results from the
host-related timestamping constraints discussed at the end
of §3.3, and is always larger than 550 bytes. The maximum
size Lyqz 18 set to the control channel’s Maximum Segment
Size.

At the end of Phase I, pathrate estimates the local modes
in the distribution of packet pair measurements. The Ap-
pendix describes the statistical procedure that we use for
the identification of local modes. For each mode M;, this
procedure returns the central bin R;, the number of mea-
surements S; in R;, the range of the mode W;, and the
number of measurements B; in W; (see Figure 12). The
average bandwidth in the central bin R; is denoted by H;.
The sequence of all local modes in the Phase I measure-
ments is M= {M;y, Ms,... Mn}, with the modes ordered
so that H; < H;y;.

We expect that one of these local modes, say My, is the
Capacity Mode, i.e., Hy ~ C. Modes M; with ¢ > k are
PNCMs, while modes M; with i < k reside in the SCDR.
The challenge then is to select the right local mode Mj.
We do so using an ADR estimate from Phase II.

Phase II: ADR estimation and Capacity Mode se-
lection

In Phase II, pathrate estimates the ADR from a number
of long packet train measurements. Specifically, Phase II
consists of K>=500 packet trains with length N,,, and
with maximum sized packets (L = Li;q,). Because Nyqz
is several tens of packets, the resulting train bandwidth
distribution B(NN) has limited variability and it is typically
unimodal. Using the same statistical procedure as in Phase
I, pathrate estimates the ADR R as the global mode of this
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Figure 13: Histograms of Phase I and Phase IT measure-
ments in an Internet path.

distribution.” Given that R < C, pathrate ignores all Phase
I modes M; with H; < R, because they probably are SCDR
modes.

If there are more than one Phase I modes that are larger
than R, the next challenge is to select a mode that is most
likely the CM. The insight that we use here is that CM is
typically a relatively narrow and strong Phase I mode. The
reason is that Phase I uses variable sized probing packets,
widening the SCDR modes, and relatively large probing
packets, weakening the PNCMs. CM, on the other hand,
is not affected by either of these two techniques, and so it
should be a relatively strong and narrow local mode.

To evaluate the strength and narrowness of Phase I modes,
we compute the following figure of merit F; for each Phase
I mode:

F, =51, (19)

S; is the number of Phase I measurements in the central
bin of mode M;, and it estimates the strength of mode M;.
U, is the kurtosis of mode M;, and it quantifies how narrow
that mode is. The larger ¥; is the more “leptokurtic” mode
M; becomes, meaning that the measurements of M; are
more clustered around the center of that mode.

The final capacity estimate C' is the Phase I mode Mj
that is larger (or equal) than R, and that has the maximum
figure of merit F, i.e.,

k = arg .n}axHFi : such that H; > R (20)
=1...

Example of operation

To illustrate the operation of pathrate, Figure 13 shows
the histograms of bandwidth measurements in Phase I and
Phase II for a path that connects the University of Oregon
to the University of Delaware. The local modes in Phase I
are shown with arrows, while the ADR estimate in Phase
IT is about 62Mbps. Note that these two histograms are
made with static bin-partitioning, and so they do not show
the actual local modes that pathrate would estimate using
the algorithm of the Appendix. The three Phase I modes
that are larger than the ADR are centered around 74Mbps,

"We use the mode, rather than the mean, as the latter may be affected
by outliers or any remaining local modes in B(N).



83Mbps, and 98Mbps. The 98Mbps mode has the largest
figrure of merit, and so it is the final pathrate estimate.

The accuracy of pathrate

The first version of pathrate was released in Spring 2000.
Since then, the tool has gone through several revisions, and
we have used it to measure hundreds of Internet paths.
Here, we summarize our experiences with the accuracy of
pathrate.

Overall, pathrate is quite accurate when the path meets
the following two conditions: the capacity is not too high
(typically below 500Mbps), and the path is not heavily
loaded. Specifically, the tool has been consistently suc-
cessful in measuring non-congested paths limited by Eth-
ernet and Fast Ethernet segments, T1, T3, and OC-3 links,
as well as slower links, such as dial-up, ADSL, and cable
modems.

In high bandwidth paths, where the narrow link can be
0OC-12 (640Mbps) or Gigabit Ethernet (1000Mbps), pathrate
can be less accurate, mostly due to the dispersion mea-
surement noise at the receiver. The fact that pathrate uses
application-layer timestamps can significantly deteriorate
the accuracy of timing measurements when the latter are
in the order of a few tens of microseconds. The use of
a real-time operating system, as well as a high-resolution
clock and timestamping facility, can improve the capacity
estimation accuracy in high bandwidth paths [18]. The
presence of interrupt coalescence at the receiver’s network
interface is another source of measurement error, but it can
be dealt with as described in [22].

The accuracy of pathrate also drops in heavily loaded
or congested paths. In that case, there may be no Ca-
pacity Mode in the packet pair bandwidth distribution, as
almost all packet pairs encounter additional dispersion due
to cross traffic. Typically, the accuracy of pathrate deteri-
orates when the utilization of the narrow link is more than
70-80%. The use of smaller probing packets may be able to
decrease the SCDR modes in that case, but it would also
increase the intensity of PNCMs. Additionally, such an
adaptive probing size selection would require some a priori
knowledge of the load conditions in the measured path.

In terms of the estimation methodology that pathrate is
based on, we found that most errors could be avoided with
a different bin width w. It is unfortunate that relatively
small variations in this parameter often cause significant
changes in the set of estimated local modes. The bin width
selection heuristic that we use, namely that w is a fraction
of the interquartile range of a certain number of measure-
ments, is documented in the statistical literature (referred
to as the “Freedman-Diaconis rule”) [25], but nevertheless
it is still a heuristic. A more robust (or adaptive) bin width
selection algorithm, or a fundamentally different technique
to detect local modes in the packet pair bandwidth distri-
bution, are important problems for further investigation.
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6 Conclusions

Internet routers do not provide explicit feedback to end-
hosts regarding the capacity or load of network links. Packet
pairs and trains are useful probing mechanisms with which
end-hosts can infer different bandwidth characteristics of a
network path. This paper examined such packet dispersion
techniques, producing some negative and some positive re-
sults. A negative result is that it is difficult to measure
the capacity of a path with just a few packet pairs. An-
other negative result is that packet trains do not measure
the available bandwidth of a path, but a different metric
(ADR) that is larger (or equal) than the available band-
width. On the positive side, we showed that it is possible
to estimate the capacity of a path with packet dispersion
techniques, especially if the path is not heavily loaded. To
do so, it is important to understand the dispersion tech-
niques not only in the statistical sense, but mostly in terms
of the queueing effects that shape the distribution of band-
width measurements. The main contribution of this work
was to develop such an understanding, explaining the ef-
fect of various factors, including network load, cross traffic
packet size variability, probing packet size, train length,
and cross traffic routing.

Appendix: Detection of local modes
in a multimodal distribution

In general, the underlying distribution that generates a
set of packet pair bandwidth measurements can be mul-
timodal. The local modes are the local maxima of the
corresponding probability density function. Since we only
have a finite set of measurements, however, we can only
approximate the probability density function. In this ap-
pendix, we describe a numerical algorithm that estimates
the local modes of a distribution from a set of measure-
ments.

Suppose that we have a set of K bandwidth measure-
ments. We order the measurements in increasing sequence
21 < 9 < ... < zg. The rank of a measurement is
r(zm)=m; ties for equal measurements are broken in an
arbitrary manner. An important input parameter in the
mode detection algorithm is the resolution, or bin width,
w. We choose w as a fraction (typically 10%) of the in-
terquartile range of the measurements.

The following algorithm estimates iteratively a sequence
of local modes {M1, Ms,..., Mu}, with each iteration re-
sulting in an additional mode. For each mode M;, the fol-
lowing mode characteristics are reported (see Figure 12):

e The range of the central bin R, = [z{~,z{t]. The
width of this range is no larger than w.
e The number of measurements in R;, S; = r(z;") —

r(z; )+ 1.

e The range of the mode W; = [z07,20%]. The mode
includes all measurements distributed around the cen-
tral bin R; (described next).

e The number of measurements in Wy, B; = r(z0") —



r(a:f’_) + 1.

The values =, z{", 7}, and 2" for each local mode M,

are determined as follows.
Initially, all K measurements are unmarked and [=1.

1. First, estimate the range R; and the number of mea-
surements S; in the central bin of mode M;. The defin-
ing property of the central bin is that it includes the
maximum number of consecutive and unmarked mea-
surements in o range of width at most w. More for-
mally, S; is given by Equation (21). z;~ and z;* are
the values of z; and =x;, respectively, that determine
S; in the previous equation.

2. Next, find the right extent of mode M;, i.e., estimate

wf’Jr. This part of the algorithm is iterative. In each
step, determine the window at the right of the currently
rightmost bin of M;, overlapping with that bin, that
includes the maximum number of measurements in o
range of width at most w. If this window has more
measurements than the rightmost bin of M, it belongs
to a different local mode. Otherwise, set that bin as
the rightmost bin of M;, and repeat this step. The
rightmost bin at the start of the iteration is the central
bin of M;.
More formally, suppose that the rightmost bin at iter-
ation step k is [z;, z;] with s = j —i+1 measurements.
Then, find the bin [z,,, z,] that resides at the right of
[zi,z;], overlapping with [z;, z;], with the maximum
number of measurements § in a range of width at most
w. § is given by Equation (22). If § < s, the bin
[Zm, Tx] is included in the mode M;. In that case, set
m =14, n = j, s = §, and repeat this iteration. Oth-
erwise, [z;, z;] marks the rightmost bin of mode M;,
and set 20" = z;.

3. Using the same approach as in the previous step, de-
termine the leftmost bin of mode M;, and compute
.TL‘;)_.

4. Mark all measurements in mode M;, from :z:;’* to SL';H_.

Then, set [ = [+ 1 and repeat the iteration from step-

1. The algorithm terminates when all measurements

are marked.

Note that when searching for the next local mode, marked
measurements will be skipped from the estimation of the
central bin, which implies that the estimated local modes
cannot have overlapping central bins. The range of adja-
cent modes may overlap, however.

The previous algorithm is based on histograms of band-
width measurements using a fized bin width. We have also
experimented with two other statistical tools. The first
is histograms of dispersion measurements with o fixed bin
width. Such histograms were used, for instance, in [19].
Note that a fixed bin width at the dispersion domain cor-
responds to a variable bin width at the bandwidth domain,
because dispersion is inversely proportional to bandwidth.
So, the corresponding histogram at the bandwidth domain
is adaptive, with an increasing bin width for larger band-
width measurements. As one would expect, such adap-
tive histograms remove some SCDR modes (lower band-
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width values) by spreading those measurements into many
bins, but they also intensify any PNCM modes (higher
bandwidth values) by aggregating their measurements into
wider bins. Overall, we found that adaptive histograms of
this type do not lead to a consistent or significant improve-
ment in the accuracy of pathrate.

Second, we experimented with a Kernel Density Estima-
tor (KDE), using a fixed smoothing parameter at the band-
width domain [25]. A KDE avoids the “origin-selection”
problem of classical histograms. This technique has been
used in [12], for instance. Note that even though we do not
need to arbitrarily select an origin for the estimated den-
sity, we still need to choose the equivalent of a bin width,
referred to as the smoothing parameter of the KDE. In our
experiments, we found that a KDE does not help to identify
the Capacity Mode among the local modes of the packet
pair distribution, in the sense that a weak local mode in
a histogram remains a weak local mode with a KDE, and
a strong local mode in a histogram remains a strong local
mode with a KDE.
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