
Netflix Challenge



Recommender Systems

• Content filtering approach (profiles)

– Create and use profiles of users and products to 
find good matches

• Collaborative filtering approach (no profiles)

– Neighborhood methods

• Relationship between users or between products

– Latent factor models

• Discover factors from the rating patterns

Ref: Koren, Bell, and Volinsky, Matrix Factorization Techniques for Recommender Systems







Matrix Factorization Methods

• Example of a latent factor model

• factors

• Factors for item   is   , vector of length  

• Factors for user   is   , vector of length  

• Estimated rating by user   for item   is  



Minimization problem

• with   is the set of all known 
ratings



Regularized minimization problem

• To account for noise, solve the regularized 
minimization problem, where   is a parameter



Stochastic gradient descent algorithm

Loop until convergence

Loop over all known ratings (training set)

Endloop

Endloop

Where  

And  is a scalar learning rate parameter



How to test for convergence?

• Compute the current value of the “minimum” 
and stop when it changes very slowly



How to compute predicted ratings?

• Given   and   for all items and users, 
compute  



Parallel SGD algorithm

Loop until convergence

Parallel Loop over all known ratings (training set)

Endloop

Endloop

Not the same as the sequential algorithm, as 
updates may use “old” values

Ref: Niu, Recht, Re, and Wright, “Hogwild!: A lock-free approach to parallelizing 
stochastic gradient descent”


