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Abstract
Malware analysis is the process of identifying whether cer-
tain software is malicious and determining its capabilities.
Unfortunately, malware authors have developed increasingly
sophisticated ways to evade such analysis. While a significant
amount of research has been aimed at countering a spectrum
of evasive techniques, recent work has shown that analyzing
malware that employs evasive behaviors remains a daunting
challenge. To determine whether gaps exist between evasion
techniques addressed by research and challenges faced by
practitioners, we conduct a systematic mapping of evasion
countermeasures published in research and juxtapose it with a
user study on the analysis of evasive malware with 24 expert
malware analysts from 15 companies as participants. More
specifically, we aim to understand (i) what malware evasion
techniques are being addressed by research, (ii) what are the
most challenging evasion techniques malware analysts face
in practice, (iii) what are common methods analysts use to
counter such techniques, and (iv) whether evasion counter-
measures explored by research align with challenges faced
by analysts in practice. Our study shows that there are chal-
lenging evasion techniques highlighted by study participants
that warrant further study by researchers. Additionally, our
findings highlight the need for investigations into the barriers
hindering the transition of extensively researched countermea-
sures into practice. Lastly, our study enhances the understand-
ing of the limitations of current automated systems from the
perspective of expert malware analysts. These contributions
suggest new research directions that could help address the
challenges posed by evasive malware.

1 Introduction

Malicious software or malware is a serious and constantly
evolving threat to cybersecurity. As of 2023, a staggering
300,000 new malware samples are generated daily1. With
such a large volume of new malware, it is imperative that

1See 50+ Cybersecurity Statistics for 2023 You Need to Know

security professionals are equipped with the tools necessary
to identify and analyze these samples in a timely manner.
Unfortunately, as malware becomes more sophisticated, mal-
ware authors have developed evasive techniques to make the
analysis more difficult and time-consuming. In fact, in 2018
a study showed that 98% of malware samples employ at least
one evasive technique2. A few examples of evasive techniques
are code obfuscation and sandbox evasion [1, 28, 48].

Code obfuscation is a technique that deliberately makes
the code more difficult to understand during static analysis,
which is the process of examining a malware’s functional-
ity without executing the code. Some common examples of
code obfuscation include string encryption, packing, flatten-
ing the control flow, and adding spurious code. In turn, to
mitigate obfuscation techniques, researchers have developed
unpackers [13, 17, 31, 49, 74, 82], and de-obfuscators [7, 18,
65, 73, 84, 94]. To impede dynamic analysis, a type of anal-
ysis that executes the malware in a controlled environment,
malware authors often insert checks in their code to detect if
they are being executed within an analysis environment such
as a sandbox, a technique known as sandbox evasion. Such
checks enable malware to evade analysis by not revealing its
functionality. In response, researchers have developed more
transparent sandboxes which make the analysis environment
less detectable [20, 21, 26, 68, 80, 81, 87] and techniques to
detect evasive samples by comparing multiple executions of
the malware [30, 32, 40, 45, 53, 83]. More recently, there have
been efforts such as forced execution [38, 58, 79], which aim
to investigate the different execution paths of malware to ex-
pose its malicious behavior. Despite the considerable amount
of research aimed at evasion techniques, a user study by Yong
et al. [88] found that analyzing evasive malware continues to
be a challenge for practitioners.

To keep up with the increased sophistication of evasive
malware and explore how future research can enhance the
analysis of evasive malware in practice, it is necessary to
understand (i) methods that have been developed by past re-
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search to counter evasion, and (ii) the evasion techniques that
still remain challenging for malware analysts in practice. Al-
though prior work has conducted surveys of dynamic malware
analysis evasion techniques [1, 10], none focused specifically
on countermeasures that help handle evasion techniques that
hinder either dynamic or static analysis. Additionally, while
prior user studies [77, 88] have studied the process of reverse
engineering and malware analysis, our study is the first to
identify the specific evasion techniques that malware analysts
in practice find challenging and examine how they currently
handle such techniques. Moreover, unlike prior studies, we
conduct a systematic comparison with existing literature to
provide informed recommendations for future research that
may help solve analysts’ challenges. To meet this goal, we
conduct the first systematic mapping of countermeasures for
evasion techniques employed by malware, and combine it
with 24 semi-structured interviews with highly experienced
malware analysts who work in established security groups of
well-known companies such as Proofpoint, General Electric
(GE), Mandiant (now Google), IBM, and SecureWorks.

Our systematic mapping allows us to understand which
malware evasion techniques have been addressed in research,
and the methodologies that have been developed to counter
such evasion techniques. Furthermore, our user study helps
us identify evasion techniques that remain challenging in
practice. Together, our systematic mapping and user study are
used to perform a comparative analysis between the evasion
countermeasures that research focuses on and the challenging
evasive techniques practitioners encounter. This can also help
inform areas in need of further research. Thus, we seek to
answer the following questions:

RQ1 Which malware evasion techniques have been the focus
of research dealing with evasion countermeasures?

RQ2 What are the most challenging evasive techniques en-
countered by malware analysts in practice?

RQ3 What approaches do malware analysts take to counter
evasive techniques?

The main contributions of this paper are the following:
First, we map and categorize evasive countermeasures found
in the literature. Second, we identify the most challenging eva-
sion techniques encountered by our study participants, along
with the manual processes they follow to overcome such chal-
lenges. Third, we conduct a comparative analysis between
solutions explored by research and challenges encountered
by malware analysts in practice. Our analysis reveals that
existing research solutions have significantly contributed to
the field. However, there exists a misalignment between some
of the practical challenges that malware experts face with eva-
sive malware and the focus of developed research solutions.
For example, we found that although malware analysts find
anti-disassembly to be a significant hurdle, there is relatively
less focus on research being done on anti-disassembly in the
scope of malware analysis. Conversely, we found that despite

the significant amount of research on countering obfuscation
techniques, participants state obfuscation as the most challeng-
ing evasion technique to handle. These observations provide
valuable insights for identifying future research directions, in-
cluding the development of innovative tools to assist analysts
with persistent challenges and the investigation of barriers
hindering the transition of existing research techniques into
practice.

2 Systematic Mapping Methodology

In this section, we introduce our systematic mapping of coun-
termeasures for evasion techniques. While there are surveys of
dynamic analysis evasion techniques [1, 10], they include lim-
ited information about their countermeasures. Furthermore,
to the best of our knowledge, none have covered both static
and dynamic analysis evasion countermeasures. Without an
understanding of previous research efforts aimed at counter-
ing malware evasion techniques, research gaps in the field
remain unclear. To fill this need and provide an overview of
existing research on evasion countermeasures for both static
and dynamic analysis, we conduct a systematic mapping.

We chose a systematic mapping approach because it sys-
tematically identifies knowledge gaps among existing re-
search literature and uncovers promising future research di-
rections within the field [60, 61]. More recently, this method
has gained recognition in fields such as software engineer-
ing [2, 59] and medicine [11, 62], underscoring its effective-
ness in enabling a rigorous and structured overview of the
current research landscape. In this study, we followed Per-
sons’s [61] guidelines, which include formulating research
questions, defining the search process, establishing clear inclu-
sion and exclusion criteria, performing data extraction aligned
with the research questions, and conducting data analysis.

2.1 Mapping Research Questions
The main objective of this mapping is to identify and analyze
the solutions developed in research to counter evasion tech-
niques for malware analysis. Specifically, our mapping aims
to answer the following research questions:

MQ1 Which malware analysis evasion techniques have been
addressed in research?

MQ2 What methodologies are proposed by researchers to
counter evasion techniques?

2.2 Search Strategy
In this study, we chose a database search as our primary search
strategy. Before starting our database search, the first and sec-
ond authors conducted a manual search of relevant papers to
identify keywords, necessary for the creation of our search
query. The manual search began by reviewing the titles of



research papers from four top security conferences (USENIX,
IEEE S&P, CCS, NDSS) published between 2012 and 2022
to identify papers related to the topic of malware analysis. We
scope our systematic mapping to papers addressing Windows
Exe malware that employ evasion techniques because Win-
dows is the most targeted operating system by threat actors.
In fact, in 2022 Mandiant reported that 92% of the newly iden-
tified malware families run on Windows3. Focusing solely
on Windows Exe also allows us to provide a fair comparison
between our participants’ challenges and research on counter-
measures discussed later in §8. Subsequently, the two authors
applied the following predefined inclusion criteria to the titles
and abstracts:
Inclusion Criteria on Title and Abstract.
• References dynamic malware analysis, deobfuscation, un-

packing, or disassembly.
• Not aimed towards mobile or IoT malware.
• Not a survey or a measurement study.

After identifying 40 papers that satisfied the above inclu-
sion criteria, both authors read the full text of the included
papers and applied the following exclusion criteria:
Exclusion Criteria on Full Text.

• The research findings does not directly help counter ei-
ther static or dynamic analysis evasion techniques such
as anti-sandboxing, anti-debugging, obfuscation, or anti-
disassembly, nor does it provide a way for the analysis to
proceed without countering the evasion techniques.

In 8 cases where the two authors disagreed, the two authors
reviewed the details of the paper together to resolve disagree-
ments, resulting in a final set of 20 papers.

To construct the database search query, we first extracted
keywords from the 20 papers identified through a manual
search. To extract keywords, we applied common preprocess-
ing steps to the abstracts, including lowercasing, removing
special characters, and removing stop words. While stem-
ming and lemmatization are also common preprocessing tech-
niques, we opted not to utilize these techniques since we
require the exact words to match during search queries and
these techniques would not produce exact matches. After pre-
processing the data, we categorized the abstracts based on the
evasion technique they address, either dynamic or static, and
utilized TF-IDF analysis to identify the most significant and
frequently occurring words within each category. Following
this, we categorized the remaining words based on their se-
mantic commonalities. For instance, we grouped the words
debugging, automatic, and dynamic together as they all relate
to the execution of a task or process. Lastly, we searched for
additional synonyms used in malware research.

We used the above group of words to construct two
database search queries. To make the search more precise, we
decided to search only within the abstracts. We conducted the

3See M-Trends 2023

same search in IEEE and ACM databases, two of the largest re-
search databases in computer science and engineering 4. Two
of the top security conferences, USENIX security, and NDSS,
along with RAID, a conference with a historical emphasis
on malware analysis, are not included in these databases. To
find relevant papers published in these three conferences, we
created an additional query for Google Scholar. Due to the
limitations of Google Scholar search, we were not able to
have an identical search query. However, the search strings
were logically checked by multiple authors. All of the papers
found through the database search underwent the same in-
clusion and exclusion criteria applied in the manual search
described earlier.

2.3 Search Evaluation
To assess the quality of our search results, we conducted
tests using known papers found in existing surveys [1, 10].
The first test was on 14 papers found in Table 3 from Afi-
anian et al. [1]. While their table includes 17 papers, only
14 can be found in the databases we searched. Among these
14 papers, our initial database search was able to find 10,
achieving a 71.4% retrieval rate. To improve the search, we
identified reasons for the missing papers and added synonyms
to the query search (ex: "avoid detection", "running", "trans-
parently", "stealthily"). This change increased our retrieval
rate to 85.7%, which is above the suggested range of 70%-
80% by Kitchenham et al. [37], and added 76 papers to our
total database results. To further assess the quality of our
search, we conducted another test using 17 papers found in
Table 4 of Bulazel et al. [10] (excluding Android and Web
papers). Our database search successfully identified 14 of the
17 papers, achieving an 82.4% retrieval rate.

We narrowed our scope to papers published in class A or
A* conferences (based on CORE ranking) to help ensure the
quality of the papers in this study, as done in prior work [5,
55]. These conferences are known for their rigorous reviewing
process. We recognize that limiting our mapping to these
conferences may miss relevant papers. However, like other
systematic mappings, we do not claim completeness [36, 61]
though we strive to ensure quality through our evaluation.

2.4 Data Extraction and Classification
Based on our systematic mapping research questions (MQ1
and MQ2), we developed a standardized data extraction form
to ensure consistency in the information gathered from each
paper. This form asks for the type of evasion technique that
each paper helps address, the methodology used, and the main
research question being answered. The first two authors ap-
plied this form in a similar manner to reduce bias. Provided

4We observed that the ACM database search result often included research
papers that do not match the provided search query, resulting in a high number
of excluded papers.
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Database Search

Unique Papers

Duplicates

Class A/A* Papers

Non Class A/A* Papers

Passed Inclusion

Failed Inclusion

Passed Exclusion

Failed Exclusion

961

101

360

601

114

246

45

69
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Figure 1: Papers Selection Process

Database Dynamic Analysis
Evasion Papers

Static Analysis
Evasion Papers

Total Papers

IEEE 124 195 319
ACM 335 242 577
Google Scholar 86 80 166
Total Papers 545 517 1062

Table 1: Database Search Results

with the extracted data, the two authors were able to identify
research papers that aimed to answer similar research ques-
tions and also address similar evasion techniques. Within the
research papers with similar evasion techniques, we further an-
alyzed each research paper to find commonalities among their
methodologies. Through this process, we identified several
papers that addressed both anti-sandbox and anti-debugging
techniques so we categorized these papers into both.

3 Systematic Mapping Results

In this section, we present the results of the systematic map-
ping. As shown in Figure 1, with the database search, we
found 1062 papers. The number of papers identified by each
database query search can also be seen in Table 1. After re-
moving duplicates and refining our search to include only
class A or A*, we were left with a set of 360 papers. These
360 were then subjected to our inclusion criteria, defined in
§2.2, resulting in the selection of 114 papers. Finally, after
a thorough assessment of the full text, we applied our exclu-
sion criteria and identified that the majority of the 114 papers
do not directly help counter any evasion technique, which
resulted in a final set of 45 papers.

Based on the number of papers that address each type
of evasion technique, we find that obfuscation and anti-
sandbox were the most researched evasion techniques and
anti-disassembly was the least. Although we acknowledge
that paper counts do not provide a complete explanation for
the observed patterns, they serve as a practical and widely
accepted metric for identifying trends and patterns in existing
literature [2, 11, 59, 62]. Below we explain each of the four
categories discovered in our mapping and provide a descrip-
tion of the different methodologies proposed in research to
counter them. The categorized papers can be found in Table 2.
Obfuscation. Obfuscation is an evasive technique that modi-
fies the original malware code to obscure the understanding
of its functionality. Through our systematic mapping, we iden-

tified 19 papers that proposed countermeasures to this type
of evasion. The majority of papers used some form of dy-
namic analysis to overcome the obfuscation [12, 13, 17, 49,
84, 91]. One paper by Coogan et al. [17] deobfuscates virtu-
alized malware by identifying the system calls made when
the malware executes and extracting a subtrace containing
only the code related to those calls and then approximating
the original code with this information. Another frequently
used methodology is symbolic execution, which builds ex-
pressions containing different inputs and uses a SAT solver
to find values that satisfy the expressions [7, 52, 82, 85]. One
paper proposed backward-bounded dynamic symbolic exe-
cution [7], which leverages symbolic execution to answer
infeasibility questions that are frequent with obfuscated code.
Researchers have also applied static analysis to overcome ob-
fuscation [46, 66]. Lu et al. [46] proposed a method to remove
return-oriented programming (ROP) from malware to enable
standard analysis tools to work properly on such malware.

Some papers show that a combination of static and dynamic
analysis can also be effective for overcoming obfuscation [14,
63, 64]. PolyUnpack [64] is one such paper that does static
analysis to build a static code model, then, during dynamic
analysis, compares executed code to this model to identify
when unseen code is found to unpack a sample. Finally, there
are miscellaneous methodologies that are part of our mapping
including program synthesis [8, 29], artificial intelligence-
based search [51], and other [44].

Anti-sandbox. Anti-sandbox is an evasive technique used
by malware to detect whether its execution is monitored in
a controlled environment such as a sandbox. A few of the
most common examples of anti-sandbox are system checks,
user activity, and delay execution. Through our systematic
mapping results, we identified 19 papers that propose counter-
measures to this type of evasion. There are three main method-
ologies that these papers follow. The first one is hypervisor-
based analysis [20, 43, 54]. This approach involves the use
of virtualization to create isolated environments. To further
improve hypervisor-based analysis, these papers focus on cre-
ating more transparent hypervisors. For example, Ether [20]
proposed a novel and more transparent application of hard-
ware virtualization extensions where the analysis engine re-
sides completely outside the target OS environment. The
second methodology is forced execution-based analysis [38,
58, 89]. Forced execution, similar to other path exploration
approaches, forces malware to execute through many dif-



Evasion Types Evasive Tactics Methodologies Research Papers

Static Obfuscation

Dynamic Analysis 2007: [49], 2011: [17], 2013: [91], 2015: [84], 2018:
[13], 2023: [12]

Static Analysis 2011: [46], 2021: [66]
Dynamic & Static Analysis 2006: [64], 2010: [63], 2021: [14]

Symbolic Execution 2015: [52] [85], 2017: [7], 2018: [82]
Other 2010: [29], 2017: [8], 2021: [51], 2022: [44]

Anti-Disassembly Dynamic & Static Analysis 2015: [9]
Static Analysis 2004: [39]

Dynamic
Anti-Sandbox

Bare Metal-Based Analysis 2013: [93]
Hypervisor-Based Analysis 2008: [20], 2009: [54], 2014: [43], 2015: [90]

Introspection-Based Analysis 2016: [68], 2021: [71]
Forced Execution-Based Analysis 2011: [38], 2014: [58], 2020: [89]

Other 2006: [75], 2010 [16] 2011: [69], 2012: [87], 2013:
[34], 2014: [83]

Anti-Debugging

Hypervisor-Based Analysis 2013: [19], 2015: [90], 2022: [33]
Bare Metal-Based Analysis 2015: [92]

Introspection-Based Analysis 2016: [42] [68]
Instrumentation-Based Analysis 2021: [26]

Table 2: Categorization of Evasion Countermeasures Research Identified Through the Systematic Mapping

ferent paths to collect additional information regarding the
malware’s behavior. X-force [58] specifically explores differ-
ent paths without requiring specific inputs or environmental
setups. They achieve this by forcing specific instructions,
such as predicates and jump table accesses, to have prede-
fined values. A third somewhat less used methodology by
research is introspection-based analysis [68, 71]. Introspec-
tion refers to software’s ability to examine its internal state
during execution. Su et al. [71] introduces a novel Out-of-VM
introspection technique called Catcher that traces malicious
behavior without altering the target environment through the
use of CPU cache. Finally, we found six other research papers
[16, 34, 69, 75, 83, 87], each with their own distinct methodol-
ogy including bare-metal-based analysis [93], static analysis
[16], taint analysis [34], and multi-system execution [83].

Anti-debugging. Anti-debugging evasion techniques try to
detect and prevent analysis of their code during execution. Un-
like sandbox evasion techniques, anti-debugging techniques
are less concerned with the execution environment and more
focused on preventing the analysis of their code. However,
despite these differences, they do share similar methods for
countering both evasion techniques. Our systematic mapping
identified 7 papers that propose countermeasures for this type
of evasion. The two most common methodologies we identi-
fied were hypervisor-based analysis [19, 33] and introspection-
based analysis [42, 68]. The most recent hypervisor-based
analysis research paper found in our systematic mapping in-
troduced HyperDbg [33], a specialized hypervisor-assisted
debugger that relies on hardware capabilities like Intel-VT
to achieve more transparency in their analysis. Conversely,

LO-PHI [68] is an example of how introspection-based anal-
ysis can be used to help counter anti-debugging techniques.
LO-PHI, introduces physical hardware sensors capable of
capturing memory and disk activity during execution, which
can be used for analyzing evasive malware samples.

The two other methodologies in our mapping were bare
metal-based analysis and instrumentation-based analysis. By
executing the malware on bare metal and leveraging System
Management Mode, MALT [92] enhances the transparency
of the execution environment and minimizes the artifacts ex-
posed to malware, which aids in the debugging of evasive
malware. In contrast, Hong et al. [26] provide transparency
for native read, write, or access to the target through a novel
approach called Execution Flow Instrumentation (EFI). EFI
allows a user-space program to instrument the execution flow
of malicious threads across user and kernel space which can
help address existing instrumentation limitations in the analy-
sis of malware with anti-debugging techniques.

Anti-disassembly. Anti-disassembly evasion techniques for-
mat malware code in such a way that the disassembler in-
correctly interprets the bytes and produces assembly code
with errors. This causes problems for analysts because it pre-
vents them from performing accurate static analysis of the
malware, which is a critical component of some analysts’ pro-
cesses. The first work that addresses this form of evasion is by
Kruegel et al. [39]. This paper primarily uses static analysis
to perform a modified recursive and statistical disassembly
to correctly disassemble malware that is affected by obfusca-
tion. Bonfante et al. [9] focus on disassembling malware with
self-modifying code and overlapping instructions. Their solu-



tion uses both static and dynamic analysis by first executing
the malware and taking memory snapshots at different points
to capture different waves of code. For each wave, the tool
disassembled the code using the dynamic trace as a guide.

4 User Study Methodology

Through our systematic mapping, we were able to identify
malware evasion countermeasures and the degree to which
they have been explored in research. However, to assess
whether these countermeasures meet practitioner needs for
analyzing evasive malware, we conducted the first user study
on malware evasion to determine which evasion techniques
still pose challenges for analysts in practice through 24 semi-
structured interviews with malware analysis experts. While
an observational study was considered for our methodology,
they are less common in related literature because their time-
consuming nature can deter participation, and the participants’
behavior may be altered during observation. For these rea-
sons, along with NSF’s guidance on qualitative methods [56],
we chose to conduct semi-structured interviews for our study.
Additionally, exploratory qualitative research such as semi-
structured interviews offered us the flexibility to gain valuable
insights into the participants’ decision-making process and
their challenges based on their first-hand experiences, while
still providing a framework to ensure key topics were covered.
Our Institutional Review Board (IRB) approved this study
and participants signed a consent form before taking part in
the study. To ensure the confidentiality of the participants’
information, we sent a draft to all the participants prior to
submission and provided an opportunity for them to review
and request changes.

4.1 Recruitment
To recruit an expert group of malware analysts for this study,
we utilized five different sources. We first reached out to a
known Slack channel for malware analysis research and sent a
description of our study to a security organization mailing list.
Additionally, we reached out to personal contacts who are in
the field of malware analysis. Finally, we posted a description
of the study on Twitter and LinkedIn, which are not restricted
to malware analysts. We specifically selected Twitter (now
X) given its popularity within the security community. The
description in the message explained that we were looking
for malware analysts to participate in a research study in
order to understand the current state of practice of evasive
malware analysis. We reached out to all five sources listed
above in November 2022, and included a link to the initial
questionnaire for this study.
Participant Screening. Given the wide range of recruitment
sources, we had an initial participant screening phase. To ver-
ify that the participants have experience with evasive malware,
we had prospective participants fill out a questionnaire with

22 questions hosted on Microsoft Forms. We estimated this
questionnaire would take 10 minutes to complete. The first
set of questions was about their background information and
analysis objectives. The majority of the questions focused on
their experience analyzing evasive malware. The last subset
of questions contained optional, demographic questions. Af-
ter interviewing our first participant and understanding the
significance of anti-disassembly techniques, we decided to
add the question "Based on your experience, which of the fol-
lowing categories of anti-analysis is the most challenging?"
This decision was made after meticulously considering the
number of responses received and determining a way to ask
this question to the participants who had already submitted
the questionnaire. Given that we only received 7 responses at
the time, we decided to modify the questionnaire for future
responses and asked this question during the interview to the
participants who had previously submitted the questionnaire.
The complete questionnaire is provided in Appendix A.

We received a total of 109 responses to the questionnaire.
We analyzed each response by determining whether the an-
swers made sense in the context. Additionally, we attempted
to verify the identity of those who responded by looking at
the requested LinkedIn profiles. 75 responses were discarded
due to random responses to questions that did not indicate
the responder had malware analysis skills. Additionally, we
were not able to confirm the identity of 5 responses through
LinkedIn, so we reached out to them and requested additional
information that could help us confirm their identity. Unfor-
tunately, they did not respond, so we were forced to exclude
them. We invited the remaining 27 respondents to participate
in the interview process and 24 scheduled an interview.

4.2 Interview Protocol
For each participant, we conducted an hour-long, semi-
structured interview via online video call. For consistency,
all interviews were conducted by the same researcher from
November 2022 through January 2023. The interview was
broken down into three sections, described below, totaling 29
questions, as seen in Appendix B.
Identifying and Analyzing Evasive Malware. The interview
began with understanding how participants identify that a
malware sample is evasive and how their analysis process
differs when analyzing an evasive sample. Additionally, we
asked the participants to explain the main challenges they
encounter when analyzing evasive malware samples.
Techniques Used for Handling Evasive Malware. The
second section of questions focuses on understanding how
malware analysis practitioners handle different evasion tech-
niques. We asked them to walk us through examples of how
they handle different evasive techniques such as sandbox eva-
sion, and obfuscation. Additionally, we asked the participants
what are the most time-consuming and challenging evasive
techniques they encounter, and how they handle them.



Use of Existing Tools for Malware Analysis. The last part
of the interview questions is about the analysis tools that the
participants use during their analysis process. We asked them
what tools they use and which are the most helpful. We also
wanted to know what aspects of the workflow would benefit
from a new automated system and what improvements they
want to see. The purpose of these questions was to understand
challenges that need to be addressed.

To ensure that the interview questions were complete, we
conducted 3 pilot interviews with graduate students who have
malware analysis experience and incorporated their feedback.

4.3 Data Collection and Analysis
All the interviews were audio recorded and automatically tran-
scribed with the built-in video call software. To make sure
the transcriptions were accurate, the two first authors man-
ually reviewed and corrected transcription errors. The same
researchers then coded the interviews using an iterative open
coding methodology [70]. First, they independently coded the
first 4 interviews and then agreed on an initial set of codes.
These codes were then used by each researcher to recode
the same 4 interviews. After this process, we compared the
codings between the researchers and eliminated codes that
were either redundant or too specific and developed the fi-
nal codebook composed of 80 codes, as seen in Appendix C.
With this final codebook, the authors coded the remaining
20 interviews. The Krippendorff’s alpha intercoder reliability
score was 0.95 [41], indicating very high consistency. The
codes from the final codebook are used to identify patterns
and produce our results in §6 and §7.

To determine the adequate amount of participants required
for our study, we calculated the point at which we reached
saturation. Saturation occurs when no new novel themes are
found with additional interviews. To compute saturation, we
followed Guest et al. [23] by looking at the interviews that
were coded after the final codebook was developed and deter-
mining how many interviews it took for all the codes to appear.
Additionally, we confirmed that no novel themes emerged.
Following this procedure, we reached saturation after the 9th
interview. To further validate our findings, when we shared a
draft of the paper with the participants, we received several
responses stating that they enjoyed reading how their personal
experiences aligned with our findings.

5 User Study Participants

We interviewed a group of 24 malware analysts. Most partic-
ipants have more than 7 years of experience with malware
analysis and thus can be viewed as expert analysts. By inter-
viewing participants with many years of experience working
at well-established security groups in companies such as Man-
diant (now Google), GE, Proofpoint, and Cisco, we were able
to identify the most challenging evasive techniques and obtain

a broad understanding of how evasive malware is handled in
practice. By far, the most common degrees completed by the
participants were computer science and electrical engineering.
Some participants also specialized in related fields such as
information technology or computer networks. Finally, 10 par-
ticipants stated that they acquired their malware analysis skills
through a mentor who played a crucial role in shaping their
current analysis workflow. A detailed table of our participants’
backgrounds can be found in Table 3 in Appendix D.

6 Malware Analysts’ Perspective

In this section, we present malware analysts’ definition of
evasion and their most challenging evasion techniques.

6.1 Definition of Evasion
To gain a better understanding of what practitioners consider
evasive malware, we asked each participant to define evasive
malware. The majority of the participants consider evasion
to be any technique that affects either their static or dynamic
analysis process. As P10 said, an evasive sample "has code,
which has the primary goal, intended or not, of disrupting
analysis. There are a couple of different forms of analysis,
dynamic and static, and each of them has [evasion techniques]
to make analysis harder." Static analysis evasion techniques
are "designed to make static analysis difficult, such as through
obfuscation of code and/or data, or other techniques that incur
additional steps to deobfuscate it," as P20 states. Another
static technique is anti-disassembly, which causes the disas-
sembler to recover incorrect instructions from the binary. To
evade dynamic analysis, malware authors "either bypass the
instrumentation itself, detect the environment, or logically not
expose behaviors. [This can be done through] delayed execu-
tion [or by] requiring parameters," as P7 expressed. Dynamic
analysis evasion can affect the proper execution of the mal-
ware sample in a debugger, sandbox, or any other controlled
environment analysts may use to analyze the sample.

6.2 Most Challenging Evasive Techniques
One of the main objectives of this study is to determine the
most challenging evasion techniques malware analysts en-
counter. To answer this question (RQ2), in the questionnaire,
we asked what is the most challenging anti-analysis technique
they routinely need to handle. The provided options were anti-
disassembly, anti-debugging, sandbox evasion, and others. We
further refine the option anti-disassembly into 2 categories;
obfuscation, and anti-disassembly based on participants’ ex-
planations during the interview. This change also facilitates
the comparison between malware analysts’ challenges and
research countermeasures discussed later in §8.

According to the responses provided by the study partic-
ipants obfuscation was identified as the most challenging



evasion technique analysts routinely have to handle by 9
participants. As P1 explained, "I think in terms of what is
probably the biggest problem on the team, just across all mal-
ware right now, it’s control flow obfuscated malware. That
obfuscation can show up in any kind of malware. JavaScript,
PowerShell, windows PEs, you name it. It’ll be everywhere."
Control flow obfuscated malware tries to hide the actual flow
of instructions, which makes it hard for analysts to understand
the malware’s logic. The second most challenging evasion
technique was anti-disassembly, which was mentioned by 6
participants. Anti-disassembly techniques affect static analy-
sis by hindering the proper function of the disassembler. P11
explains that "it tends to be very hard to automate your way
out of. It’s hard to make a generic anti-anti-disassembly tool."

3 participants expressed anti-debugging as being the most
challenging. Anti-debugging techniques include checking for
the presence of a debugger or altering the code to prevent re-
verse engineers from stepping through the code while running
it in a debugger. As P20 explains, this evasive technique is
challenging because "if it is designed in a way that I can’t
even follow the code execution [...] that makes it really dif-
ficult to figure out which blocks I should narrow in on for
doing static analysis work, and it makes it really difficult to
create detection signatures." Furthermore, only 2 participants
mentioned sandbox evasion to be the most challenging. The
reason why sandbox evasion is not considered much of a
challenge is "largely because the anti-sandbox stuff I could
[...] just run out on a real system, and that real system is still
instrumented with a lot of the same tools." as P20 stated.

7 Workflows For Handling Evasive Tactics

To inform future research on ways to address the challenges
posed by evasion techniques, we studied how expert malware
analysts counter evasion techniques to further analyze the
malware’s behavior. This information gave us an opportu-
nity for an in-depth look into the processes that each analyst
follows. It was not surprising to see that each participant em-
ploys a somewhat different workflow, as it can be argued that
the process of malware analysis involves a certain degree
of creativity, similar to an art form. Despite the creative and
varied nature of this process, we were able to distill com-
monalities among participants’ workflows and generated 3
distinct workflows malware analysts follow to handle evasive
malware.

7.1 How Malware Experts Handle Dynamic
Analysis Evasion

To handle dynamic analysis evasion, our participants use one
of two workflows, alter the dynamic analysis execution, or
resort to static analysis.
Debugging Workflow for Forced Execution. Workflow 1,

Locate cause of
termination in
disassembler

Determine
expected values

Make necessary
changes

Run sample until
termination

Execute sample 

Set breakpoint at
target location

(a) (b) (c) (d)

(e)(f)

Figure 2: Workflow 1: Forced Execution; P1-P4, P6, P9-P12, P14,
P17, P18*, P20* P21, P24*. The asterisk symbol highlights partici-
pants that also patch the malware

the first workflow to handle dynamic analysis evasion, shown
in Figure 2, is used by 15 of the participants. It is important to
note that any line or task with a dotted line is optional. This
workflow is used by analysts who either make changes in real-
time in the debugger to force the malware sample to execute
or patch the malware to create a new version of the malware
without evasive checks. To begin, participants execute the
malware sample until termination (step a). This can be done
in a debugger or a sandbox. Once the sample terminates, the
analyst uses the end of the execution trace to locate the code
responsible for the evasive check in the disassembly (step b).
As P1 stated, “if I’m looking at a sample and I look at the trace
and notice that it’s stopped there, I can pull it up in IDA, and
go right to where it happens.” Alternatively, other participants
begin this workflow in step b by locating the evasive check
without executing it in the debugger. As P4 explained, "the
most important parts to understand the [malware’s] logic are
the conditional branches because that’s where the malware
is checking, is this true? [...] Is it greater or less than?." Af-
ter locating the dynamic evasion check, the analysts utilize
static analysis to better understand the malware’s functional-
ity and determine why the sample stopped executing (step c).
This step may also involve identifying the necessary values
required for the malware to continue executing.

After gaining a better understanding of the malware’s func-
tionality and determining the expected values, analysts either
move to step d or step e. The majority of the participants
stated a preference towards step d, where they set a break-
point in the debugger right before the function containing
the dynamic evasion technique (step d). Once they execute
the sample and reach the breakpoint, the analysts change the
value of registers, alter portions of dynamic memory, or flip
appropriate bits of conditional jumps to force the malware
to continue executing (step e). P17 explained his process as
"sometimes it’s just as easy as, I change this from 0 to 1, all of
a sudden I get a whole new branch. Sometimes it’s more com-
plicated [...] and then I have to go into the debugger, change
a register or a portion in dynamic memory to read something
else, to force the program to do what I want it to do." After the
dynamic evasive check is handled, the sample will continue
executing until it reaches the next point of termination (step f),
at which point, the analyst may decide to repeat this workflow



until the analyst is able to handle additional evasive checks
and complete the analysis.
Debugging workflow to execute target functions. One ma-
jor disadvantage of Workflow 1 is that analysts have to repeat-
edly apply it for every evasive check until they reach their goal,
which could be tedious, time-consuming, and worse, does not
scale. As P2 explains, "it might not always be feasible to get
the full code to run because maybe a sample does multiple
checks or it’s not as straightforward as defeating a check once
and letting it execute." To ease this burden, 5 participants pre-
fer to do a more targeted analysis following Workflow 2 shown
in Figure 3. Although the first three steps of this workflow are
similar to Workflow 1, one main difference is that analysts can
choose the point where they begin executing the sample (step
d). This point can be after the execution of dynamic analysis
evasion techniques in order to avoid handling them. As P1
said, "then I’ll just pick random spots after it to start execu-
tion again.“ Analysts may also decide to execute parts of the
malware sample that they may find challenging to understand
statically. P22 provides an example of when they have used
Workflow 2, "sometimes it’s hard to wrap your mind around
an algorithm you’re seeing in static analysis. A big loop or
some sort of mathematical transform. [...] So you can identify
it statically and then go run it." Because the analyst skipped
an initial part of the execution, they may have to manually
configure the memory and registers for the malware to run
properly (step e). This could involve, "thinking about what is
being passed to a function and you might have to sort of fab-
ricate parameters to be passed to that code.", as P2 explained.
Once the sample is properly configured, the analyst can run
the target function and obtain the return value (step f).
Alter Dynamic Analysis Execution. Based on Workflow 1
and Workflow 2, it is evident that the primary tool employed
by malware analysts for countering dynamic analysis evasion
is a debugger. As reported by 22 participants, the inclination
towards using a debugger may be attributed to the limitations
of dynamic analysis systems, which fail to capture the entirety
of evasive malware’s behavior. To mitigate this limitation and
handle dynamic analysis evasion, 16 participants either ex-
ecute the sample in a different system or make alterations
to their dynamic analysis system of choice. In such cases, 9
participants choose to run the sample in either commercial
sandboxes, internal sandboxes, or a bare metal system, which
are more resilient against dynamic analysis evasion. Some
of the commercial sandboxes that the participants referred to
were VMray, Any.run, Hybrid Analysis, FLARE Sandbox,
and Joe Sandbox. Participants stated that these sandboxes
incorporate many anti-evasion techniques to handle the most
known dynamic analysis evasive techniques. Some partici-
pants have access to internal sandboxes that are also able to
handle dynamic analysis evasive tactics. As P17 explained,
"anytime we come across something like that, like a timing
check or a new technique that’s trying to look at the environ-
ment, we try to build that into the sandbox so that next time
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Figure 3: Workflow 2: Targeted Execution; P1, P2, P6, P9, P22

the analyst spins up that sandbox, they don’t have to worry
about patching over it."

Although these can be effective techniques, not all of the
participants have access to such sandboxes. Another option
is to manually alter the execution environment to handle the
dynamic analysis evasion techniques. As P23 said, "let’s try
giving a different, fake username just to see [...] in the process
of reversing it to try to figure out what it’s doing, sometimes
you take guesses and think [...] I’m going to try something
instead of spending another 2 hours trying to statically re-
verse it. Let me just try something in 2 minutes with another
dynamic analysis run that has some different option." This
process generally requires static analysis to determine what
changes to make although sometimes analysts will make edu-
cated guesses about what changes to make, based on experi-
ence. When the analysts are not able to quickly find necessary
changes, they often utilize Workflow 1, Workflow 2 or decide
to statically analyze the sample.
Analyze the Sample Statically. A few participants who deal
with dynamic analysis evasion rely entirely on static analysis
as their primary approach. As P11 explained, “since I’m really
comfortable with static analysis as opposed to dynamic anal-
ysis, I usually just blow through those anti-dynamic analysis
measures pretty quickly and I’ll just look at it statically and
get what I need from it there.” This approach is effective for
samples that include dynamic analysis evasion techniques but
not sophisticated static analysis evasion techniques.

7.2 How Malware Experts Handle Static
Analysis Evasion

To handle static analysis evasion, our participants either use
workflow 3 or use workflows 1 or 2.
Debugging Workflow for Unpacking. As shown in Figure 4,
Workflow 3 is used by 8 participants primarily to unpack a
sample. Additionally, this workflow can also be used to semi-
automate the de-obfuscation process. Analysts have expressed
that it’s easier to execute the malware to de-obfuscate itself
than to go through the process statically. For example, P2
said, "I’ll just find that in the debugger and let it do all the
decoding and then I’ll just see what it decoded." The first step
in this workflow is to locate the code of interest, which in
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Figure 4: Workflow 3: Unpacking; P2, P4, P5, P6, P7, P20, P22

this case is the function that is responsible for unpacking or
deobfuscating the code (step a). This can be done by opening
up the binary in the disassembler and "identifying that that’s
the function that does the string deobfuscation," as P6 stated.
After locating this function, the analyst launches a debugger
and sets a breakpoint after the identified location (step b), and
executes the sample (step c). When the execution reaches the
breakpoint, the analyst extracts the deobfuscated data from
memory, such as decrypted code, or plain text strings (step d).
Debugging Workflow for Targeted De-obfuscation. Work-
flow 3 is an effective way for analysts to handle static analysis
evasion when the sample does not include dynamic analy-
sis evasion before the deobfuscation function. However, 10
participants have mentioned that some malware samples im-
plement both static and dynamic analysis evasion. In such
cases, the analysts rely on either Workflow 1 or Workflow 2.
When utilizing Workflow 1, the participants begin executing
the sample from the entry point and continue handling each
dynamic evasive check until they reach the function that de-
obfuscates the encrypted data. Once the deobfuscation has
been completed, the analyst extracts the data from memory in
the same way as the previous workflow.

Although this strategy is effective, participants have ex-
pressed that in some cases, malware samples either implement
dynamic analysis evasive techniques that are more difficult to
handle or include too many dynamic analysis evasive checks,
which can be time-consuming. To reduce the analysis time
for such samples, participants prefer to use Workflow 2, where
the code of interest is the function that deobfuscates the target
data, such as string decryption. One interesting finding that P2
mentioned is the scenario in which the target function requires
parameters to be passed. P2 said "it’s getting 4 parameters,
what are these parameters? The first one might be where the
payload is in the code, the second one might be a key, [...] you
might have to do a little bit of work upfront to sort of force it
to execute." Following Workflow 1 and Workflow 2 allows the
participants to extract the information that they want without
having to reimplement the samples’ decryption algorithm.

8 Comparing Malware Analysts Evasion Chal-
lenges and Research Countermeasures

To compare how evasion countermeasures explored by re-
search align with challenges faced in practice, we conducted
a comparative analysis between the challenges (§6.2) high-
lighted by our participants and the solutions found in existing
research (§ 3). As illustrated in Figure 5, although 25% of
the participants’ stated anti-disassembly as the second most
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Figure 5: Research on Evasion Technique Countermeasures Vs.
Challenging Evasion Techniques for Malware Analysts

challenging evasive technique to handle, based on the volume
of identified papers in our systematic mapping, it appears
to be less emphasized in research. Our systematic mapping
found that this category represented only 4.4% of the research
papers, suggesting an opportunity for future research to delve
more into this challenging task. Countermeasures for anti-
disassembly are especially important now given that partic-
ipants report a rising trend of malware samples developed
in uncommon programming languages, which may lead to
inaccuracies in the disassembly and debugging process. As
P2 explained, "alternative languages are becoming problem-
atic. So like Golang, Rust, and Delphi are three languages
that when you write a program and compile it, it is a lot less
straightforward than looking at compiled C." In fact, some
participants consider the use of such languages to be a novel
evasive technique and participants report that there are not
many available tools to deal with this rising problem. Without
tools to accurately recover the malware’s instructions when
it is written in these non-standard languages, analysts’ static
analysis will be more challenging and less accurate.

As discussed in §6.2, obfuscation is by far the most chal-
lenging evasive technique for malware analysts to handle,
with 37.5% of the participants stating this observation. At
the same time, this evasive technique is by far the one with
the most research aimed at developing countermeasures and
accounts for 42.2% of the analyzed papers. Based on this
observation, we suggest future research directions in §9.

More interestingly, sandbox evasion has the same volume
of research papers (42.2%) as obfuscation but is only consid-
ered to be a significant challenge by 8.3% of the participants
due to their experience with malware analysis, which allows
them to circumvent sandbox evasion through static analysis
or a debugger, as mentioned in § 7. It is worth noting that
research has made a lot of strides in creating more resilient
and stealthy sandboxes to help handle many techniques used
for fingerprinting or environment detection [20, 35, 75, 81,
87]. Despite analysts’ ability to handle sandbox evasion tech-
niques, most participants expressed a desire for additional



capabilities. For example, P7 stated that "pure dynamic anal-
ysis is very effective for the first stage [...] However, in the
second, third to fourth stages, you at least need to somehow
convince the attacker to send you them. It might happen not in
4 min. It might happen in 4 days." In such cases, the sandbox
may not be able to trigger the behavior that executes each
stage of the malware. Without all the stages, analysts are not
able to complete their analysis.

Lastly, anti-debugging techniques were identified to be the
most challenging evasion to handle by 12.5% of our study par-
ticipants and account for 15.5% of the papers found through
our systematic mapping. Based on the participants’ state-
ments, analysts are not in need of additional tools to handle
anti-debugging because available tools such as Scyllahide that
can be used to handle the majority of these techniques.

9 Discussion

Through our comparative analysis in §8, we are able to ob-
tain a better understanding of the impact of research on the
state of practice of evasive malware analysis. Specifically,
we identified discrepancies between research and practice,
finding instances where challenging techniques lack sufficient
research attention and others where significant research ex-
ists despite persistent analyst difficulties. To help mitigate
the identified discrepancies between research and practice,
we discuss future research directions that could help analysts
address the challenges they still face when analyzing evasive
malware. Additionally, we underscore the need to investigate
barriers that impede the transition of research into practice.
Analysis of Malware with Anti-disassembly Techniques.
Our results show that anti-disassembly is perceived as a major
challenge by many participants, yet in our systematic mapping
we found a noticeable gap in research focused on countering
evasive malware that implements these techniques. While
we acknowledge the difficulties in addressing the challenges
of anti-disassembly, our observations reveal a prevalent re-
liance on disassemblers among malware analysts in practice.
Consequently, it is imperative for future research to develop
techniques specifically tailored for analyzing malware with
anti-disassembly capabilities. More specifically, study partic-
ipants highlighted a need for ways to counter such evasive
malware written in less common programming languages
such as Golang, as mentioned in §8. Effective methodolo-
gies that counter anti-disassembly can significantly reduce
the amount of effort required by analysts to locate the cause of
termination (step b in Workflow 1), locate the code of interest
(step b in Workflow 2, step a in Workflow 3), and understand
the malware’s logic when it is written in alternative languages
or has evasive techniques that affect the disassembly process.
Evaluation of Existing Research Solutions in Practice (De-
obfuscation Tools). Obfuscation is another serious challenge
that was mentioned by our study participants. However, con-

sidering that previous research has developed many automated
systems to deobfuscate malware, as shown in §3, it raises the
question of why obfuscation remains a major challenge in
analyzing evasive malware in practice. Future research should
focus on identifying and addressing any potential barriers that
impede the transfer of this research into practice.

Malware Analysis Research with Analysts in Mind. In
our analysis, we identified the need for sandboxes tailored to
meet malware analysts’ specific needs. Prior work on sand-
boxes focuses on scalability and tries to optimize execution
time [40]. As expert analysts focus on more sophisticated
malware that employs evasive techniques, they require a more
granular report with a longer execution time. As P17 said, "I
would rather wait a longer time for a tool to go through and
really explore an executable, and automatically go through
all the different branches that could be taken." One promising
direction for meeting this requirement is symbolic execution.
Contrary to forced execution solutions [38, 58, 89], symbolic
execution maintains a valid execution state of the malware at
all times and is less likely to miss unexpected execution flows
that could reveal the malware’s malicious behavior. This ap-
proach is further motivated by 4 participants who mentioned
they use angr [67], a popular open-source binary analysis
framework that applies symbolic execution. Unfortunately,
deploying this tool in analysts’ workflow is difficult because
it’s not targeted for malware analysis. As P10 said, "angr has
very limited applications in malware analysis, and things like
a debugger or emulation will work a lot better for me".

To design tools that better meet malware analysts’ needs
and that more easily integrate with analysts’ current analy-
sis process, researchers could follow Workflow 1 as a guide.
A tool could begin by executing the malware sample until
it terminates (step a), then it could automatically locate the
last conditional branch that was executed before termination
through static analysis (step b). The next step in the analysis
workflow could be to determine what inputs the malware re-
quires to satisfy the conditional branch (step c). This step is
currently a demanding manual process that could benefit from
the implementation of symbolic execution. By providing the
symbolic execution engine with the conditional branch as a
target, it could come up with constraints for the path that did
not terminate and generate new inputs that allow the malware
to continue executing. Once the inputs are generated, they can
either be provided to the malware analyst or set automatically
in the dynamic analysis environment to continue executing
the malware sample. The implementation of such systems
could help analysts observe more of the malware’s behavior
in a shorter amount of time. Additionally, these systems could
also help analyze malware samples that implement both static
and dynamic analysis evasion, as participants mentioned the
use of Workflow 1 as a way of analyzing these malware sam-
ples in §7.2. Ideas along these lines appear in the work of
Chipounov et al. [15] but they are applied in the context of re-
verse engineering and bug finding. Based on our findings, we
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believe that these recommendations can help narrow the gap
between research advances and practitioner needs, thereby
enhancing the overall impact of research in the field.

10 Limitations

Exploratory qualitative research practices have well-known
limitations. The first limitation is the lack of complete recall
of participants’ analysis process [25]. To mitigate this limi-
tation, we asked participants to state as much as they could
recall and only after they were done, move to the next ques-
tion. This is a best practice used to ensure recall [27]. The
second limitation is that participants may modify their an-
swers to appear more experienced in the field. We aimed to
mitigate this limitation by confirming their identity and years
of experience through the participant screening described in
§4.1. Given the exploratory nature of this study, the number
that we provide in each finding is the number of participants
that explicitly stated a concept. However, we acknowledge
that this number may be higher as some participants may have
failed to state the concept.

As was mentioned previously in §2, we scoped our system-
atic mapping results to papers published at tier A or tier A*
conferences which may exclude some relevant papers. How-
ever, in line with the nature of systematic mappings, we do not
claim completeness [36, 61]. Instead, we focus on ensuring
the quality of our mapping through a rigorous evaluation. It is
also important to recognize that although paper counts alone
do not offer a comprehensive explanation for the observed
patterns, they serve as a practical and widely accepted metric
for identifying patterns within existing literature [2, 11, 59].

11 Related Work

To our knowledge, only four human-centered studies have
been conducted to understand the cognitive process of soft-
ware reverse engineering [4, 47, 77, 88]. Of those, two are
focused on malware analysis [4, 88]. The first user study with
reverse engineers as participants was conducted by Votipka
et al. [77] in 2020. This study used semi-structured observa-
tional interviews to gain an understanding of the process of
reverse engineering. The authors were able to develop work-
flows that represent the necessary process reverse engineers
follow and suggest guidelines for designing future reverse en-
gineering tools. This early research has informed subsequent
studies that further explore this area [47], and investigate other
related fields such as malware analysis [88]. In 2021, Yong
et al. [88] conducted a user study specifically to understand
the objectives and workflows of malware analysts in practice.
In this study, they proposed a taxonomy of malware analysts
and identified workflows employed by the participants. In
contrast to [88], we conduct a systematic mapping of coun-
termeasures for malware evasion techniques, which allows

us to understand the extent to which malware evasion tech-
niques have been researched. Additionally, we perform a user
study to identify the specific evasion techniques that remain
challenging for malware analysts in practice. More impor-
tantly, our work identifies potential gaps by comparing eva-
sion techniques that remain challenging for practitioners with
countermeasures explored in the research literature, which is
not addressed in [88]. Thus, other than a similar user study
methodology, there is minimal overlap between our research.

Montovani et al. [47] aim to understand the mental model
and strategies adopted by reverse engineers to solve static RE
tasks. Unlike previous studies using interviews, Montovani
et al. designed a web-based platform similar to traditional
interactive disassemblers, which allowed a fine-grained ob-
servation of the participants’ actions. Their findings revealed
expert REs visit fewer basic blocks than beginner REs, and
identified strategies strongly correlated with experience level.

Recent work by Aonzo et al. [4] compares the procedures
followed by humans and machines to classify unknown pro-
grams as benign or malicious, aiming to understand how data
from malware analysis reports is used to reach a decision.
They accomplish this by designing an online game that re-
quests participants to classify suspicious files based on their
sandbox reports. During this activity, features required by the
analysts are observed. These features are then compared to
two Machine Learning (ML)-based malware classification
models. The key finding of this study is that the ML algo-
rithms performed less effectively and do not use the same
features as the malware analysts. ML focuses on static fea-
tures, while humans rely more on dynamic features.

Although it is only recently that researchers have started to
study cognitive procedures in malware analysis and reverse
engineering, it is important to acknowledge the considerable
amount of usable security research. Its predominant focus has
been on secure software development [6, 22, 57, 72, 76] and
vulnerability detection [3, 24, 78]. Prior work has also tested
the usability of tools used by reverse engineers [50, 86].

12 Conclusion

In this study, we focus on malware evasion techniques and
their countermeasures. We conduct a systematic mapping of
research in evasion countermeasures. Additionally, we con-
ducted a user study with malware experts to determine the
most challenging evasive techniques that analysts encounter in
practice. This allowed us to identify three distinct workflows
that capture the process that analysts use to handle malware
evasion. Lastly, we performed a comparative analysis of so-
lutions explored by research and challenges encountered in
practice. Such analysis can inform future research directions
that can help analysts handle challenging evasive techniques.
It can also help understand potential barriers that may be
hindering the transition of research into practice.
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A Survey Questionnaire

Background and Experience.

• How many years of experience do you have analyzing mal-
ware?

• Can you please describe your job role?
• We would like to get to know more about you, please pro-

vide your LinkedIn profile. If you do not have a LinkedIn
profile, please describe your work experience and educa-
tion such as your highest level of education and major (if
applicable).

• Which of the following best describes your malware anal-
ysis objective? Extract easily obtained string based IOCs
such as hashes, domain names and IP addresses from mal-
ware samples, Focus on identifying potentially malicious
activities exhibited by malware samples using network and
host artifacts, Perform malware analysis to identify the
strategies and intentions behind threat actor’s attack cam-
paigns which is accomplished by understanding the Tactics,
Techniques and Procedures (check all that apply).

Malware Evasion.

• How do you define an evasive malware sample?
• How often do you analyze evasive malware?
• How do you determine that a malware sample is evasive?
• Which of the following type of analysis do you tend to

rely on more when identifying an evasive malware sample?
Dynamic Analysis, Static Analysis, I use both static and
dynamic analysis equally, Other.

• Which of the following type of analysis do you tend to
rely on more when analyzing evasive malware samples?
Dynamic Analysis, Static Analysis, I use both static and
dynamic analysis equally, Other.

• Do you consider evasive malware to be challenging to ana-
lyze? Yes, No, Other.

• What is the biggest challenge when analyzing evasive mal-
ware samples?

• Based on your experience, have evasive tactics become
more sophisticated over time? If so, how?

• Based on your experience, is there any correlation between
the malware family and the evasive tactics?

• Based on your experience, which of the following category
of anti-analysis is the most challenging? Anti-disassembly,
Anti-debugging, Sandbox Evasion, Other.

• Based on your experience, what are the most common types
of sandbox evasion tactics? Delayed Execution: execute
malware after a short period of time to successfully leave the
sandbox, Environmental Awareness: verify that it is being
executed in a real life environment, System Analysis: look
for system characteristics like CPU core count and system
reboots, User Interaction: detect user actions like mouse

clicks and document scrolling, Data Obfuscation: tricks the
sandbox by changing the DNS names or encrypting API
calls.

• Does your analysis process differ when you are analyzing
an evasive malware sample? If so, how?

B Interview Questions

Identifying and Analyzing Evasive Malware.

• At a high level, what is your workflow when analyzing a
malware sample?

• When do you begin to consider the possibility that the sam-
ple is evasive?

• How do you identify an evasive malware sample?
• What percentage of the malware samples that you analyze

are evasive?
• Is there anything that you would like to change in the pro-

cess of identifying an evasive malware sample?
• In your questionnaire you mentioned that you use both

static and dynamic analysis. Can you explain why you use
both and what causes you to switch from one to the other?

• Is your workflow documented or standardized?
• How did you come up with your current workflow?
• Do you hold a college degree? If so, what was your major,

and did it help with malware analysis?
• Do you know if your workflow is similar to your co-

worker’s workflow in your group?
• Can you walk me through your process of analyzing an

already identified evasive malware sample?
• What are you trying to accomplish when analyzing an eva-

sive sample? What information do you want to extract?
• Is understanding evasion tactics helpful or do you just want

to bypass them?
• What are the challenges that you encounter in your work-

flow and what tools would help you overcome them?

Techniques for Handling Evasive Malware.

• How do you handle malware that uses code obfuscation?
• Do you consider fingerprinting a significant evasive tactic?

If so, what steps do you take to mitigate it?
• How do you handle malware that employs timing-based

evasion techniques?
• How do you handle malware that checks for user interac-

tion? If you don’t, why not?
• When doing dynamic analysis, are you concerned with the

malware detecting that it’s being executed in an analysis
environment? If so, what steps do you take to mitigate this?

• Which evasive malware techniques do you consider to be
the most challenging to analyze?



• Which evasive malware techniques do you consider to be
the most time-consuming to analyze?

• Why do you think evasive malware remains challenging to
analyze?

Use of Existing Tools for Malware Analysts.

• What tools do you use when analyzing an evasive malware
sample?

• Which tool would you consider to be the most helpful in
your analysis workflow and why?

• Which tool do you use but would you like to be improved?
• When was the last time you implemented a new tool into

your workflow?
• Where do you find new tools?
• What qualities do you consider when selecting a new tool?
• Is there any limitation or challenge that you would like a

tool to automate?

C Codebook

Below is our complete codebook in their corresponding cate-
gories. We provide a brief description of the codes that may
need further explanation.
Participant Role.

• Job Description: current job title and job
• Experience: years of experience in malware analysis and

previous jobs.
• Education

Organization.

• Escalation: When malware samples get sent between teams.
• Mentoring: If malware analysts mention having a mentor or

mentoring another individual regarding malware analysis.
• Operational Analyst: Participants that mention they work at

AV companies, as malware analysts, or as incident respon-
ders.

• Research Focus: When the analysts’ objective reaches be-
yond detection and requires a more in-depth understanding
of the malware’s origin and purpose.

• Restrictions: Factors that restrict the analysis process.
• Resources Influence Workflow: When malware analysts’

workflow is affected or benefited by specific resources
within their organization.

Malware.

• Acquisition of Malware: the process of acquiring a poten-
tially malicious program.

• Malware Context: information the analysts receive about
the malware sample.

• Commodity Malware: any information mentioned about
commonly viewed malware.

• Sophisticated Malware: any information mentioned about
sophisticated malware.

• Example of Malware: analyst mentions specific examples
of malware samples, including the name of the family.

• Targeted Malware: when the analyst mentions a malware
sample that avoids detection unless it is executed in its
desired environment.

• Multiple Stages: analysts describes multi-stage malware
• Type of Malware Informs Analysis Process: a case when a

participant’s process changes based on the malware sample.
• Programming Language

Analysis Workflow.

• High-Level Workflow: description of the analysis workflow
used by analysts to analyze any malware sample.

• Switch Trigger Between Static and Dynamic Analysis: what
causes analysts to go back and forth between static and
dynamic analysis.

• Need for Automation: a process that analysts mention
would benefit from automation.

• Standardized Workflow: if the analyst mentions they have
a standardized analysis workflow.

• Non-Standardized workflow: if the analyst mentions they
do not have a standardized analysis workflow.

• Suspicious Activity: signs that may provide analysts hints
about the program’s malicious behavior.

• Process of Generating Signatures: how malware analysts
create signatures.

• Objectives: the objectives analysts have when analyzing a
malware sample.

• Automated Triage: a malware analysis pipeline through
which each sample undergoes automated processing.

• Useful Information from One Type of Analysis to the Other:
specific information that analysts take from static analysis
to use during dynamic analysis or vice versa.

Static Analysis.

• Static Analysis Preference
• Basic Static Analysis: static analysis process such as check-

ing for strings.
• Advanced Static Analysis: how analysts analyze the mal-

ware binary in a disassembler.
• Benefits of Static Analysis
• Limitations of Static Analysis
• Locating Suspicious Activity: how malware analysts locate

suspicious activity in a disassembler.
• Where They Begin: how do analysts begin analyzing a

sample in a disassembler.



Dynamic Analysis.

• Dynamic Analysis Preference
• Basic Dynamic Analysis: sandbox execution
• Advanced Dynamic Analysis: debugging process
• Sandbox configuration
• Sandbox Limitations
• Benefits of Sandbox
• Multiple Sandbox Execution: if they execute the sample

multiple times and why
• Symbolic Execution: the use of symbolic execution
• Contributing to Sandbox: when analysts use new informa-

tion from their analysis to improve sandboxes.
• Unpack Sample: process of unpacking a malware sample
• Use of Sandbox Report
• Bare metal: execute malware in bare metal systems.
• Emulation: analysts use emulation techniques.

Malware Evasion.

• Definition of Evasion
• Detecting Evasive Malware
• Frequency of Evasive Malware
• Most Challenging Evasive Techniques
• Most Time-Consuming Evasive Techniques
• Most Common Evasive Techniques
• Why Analyzing Evasive Malware Remains Challenging
• Correlation Between Malware Family & Evasive Technique
• Purpose of evasion technique
• Layers of Evasion
• Evasion-Based Signatures

Static Analysis Evasion.

• Static Analysis Evasion Techniques
• Frequency of static analysis evasion
• Bypassing Static Analysis Evasion: how malware analysts

overcome static analysis evasion techniques.

Dynamic Analysis Evasion.

• Dynamic Analysis Evasion Techniques
• Frequency of Dynamic Analysis Evasion
• Bypassing dynamic analysis evasion: how malware analysts

overcome dynamic analysis evasion techniques.

Implementation.

• Discovering New Tools: where analysts find new tools.
• Does Not Use New Tools Often: when analysts mention

that they do not use new tools often.
• Willingness to Implement New Tools

• Qualities: when analysts mention qualities that they con-
sider when deciding to use a new tool.

Tools.

• Malware Analysis Tools
• Most Helpful Tool
• Improvements for Tools: when analysts mention how exist-

ing tools can be improved.
• New Tool Idea: when analysts mention ideas for new tools.
• Internal Tools: when analysts mention tools made exclu-

sively for their organization.
• Custom Scripts: when malware analysts describe how they

create custom scripts.
• Open Source Vs. Custom Tools: when analysts compare

open source with tools internal to the organization.
• Hard to Apply in Practice: when analysts mention that

certain approaches are difficult to apply in practice.

D Participants

ID Education Yrs. Analysis Preference

P1 N/A 10 Static Analysis
P2 IT 7 Static Analysis
P3 N/A 8 Static Analysis
P4 Math 10 Static Analysis
P5 CS 15 NA
P6 CE 11 Static Analysis
P7 IT 15 NA
P8 N/A 3 Static Analysis
P9 Computer Networks 3 NA
P10 Information Assurance 11 Dynamic Analysis
P11 CS & Math 8 Static Analysis
P12 CS 9 Static Analysis
P13 CS 6 Static Analysis
P14 CS 7 NA
P15 EE & Math 9 Static Analysis
P16 CS 27 NA
P17 CS 9 Static Analysis
P18 IT 5 NA s
P19 CS 12 Static Analysis
P20 CS 12 NA
P21 Digital Forensics 8 Static Analysis
P22 EE & Math 15 Dynamic Analysis
P23 CE 12 Static Analysis
P24 N/A 15 Dynamic Analysis

Table 3: Participants’ Education (IT: Information Technol-
ogy, CS: Computer Science, EE: Electrical Engineering, CE:
Computer Engineering), Years of Experience, Analysis Prefer-
ence, and Tiers [88] (Behavior: Goal of identifying potentially
malicious activity, TTPs: Goal of understanding tactics, tech-
niques, and procedures).


	Introduction
	Systematic Mapping Methodology
	Mapping Research Questions
	Search Strategy
	Search Evaluation
	Data Extraction and Classification

	Systematic Mapping Results
	User Study Methodology
	Recruitment
	Interview Protocol
	Data Collection and Analysis

	User Study Participants
	Malware Analysts' Perspective
	Definition of Evasion
	Most Challenging Evasive Techniques

	Workflows For Handling Evasive Tactics
	How Malware Experts Handle Dynamic Analysis Evasion
	How Malware Experts Handle Static  Analysis Evasion

	Comparing Malware Analysts Evasion Challenges and Research Countermeasures
	Discussion
	Limitations
	Related Work
	Conclusion
	Survey Questionnaire
	Interview Questions
	Codebook
	Participants

