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Abstract

Website privacy policies detail an online service’s informa-
tion practices, including how they handle user data and rights.
For many sites, these disclosures are now necessitated by a
growing set of privacy regulations, such as GDPR and multi-
ple US state laws, offering visibility into privacy practices that
are often not publicly observable. Motivated by this visibility,
prior work has explored techniques for automated analysis
of privacy policies and characterized specific aspects of real-
world policies on a larger scale. However, existing approaches
are constrained in the privacy practices they evaluate, as they
rely upon rule-based methods or supervised classifiers, and
many predate the prominent privacy laws now enacted that
drastically shape privacy disclosures. Thus, we lack a compre-
hensive understanding of modern website privacy practices
disclosed through privacy policies.

In this work, we seek to close this gap by providing a
systematic and comprehensive evaluation of website privacy
policies at scale. We first systematize the privacy practices
discussed by 10 notable privacy regulations currently in effect
in the European Union and the US, identifying 34 distinct
clauses on privacy practices across 4 overarching themes.
We then develop and evaluate an LLM-based approach for
assessing these clauses in privacy policies, providing a more
accurate, comprehensive, and flexible analysis compared to
prior techniques. Finally, we collect privacy policies from over
100K websites, and apply our LLM method to a subset of sites
to investigate in-depth the privacy practices of websites today.
Ultimately, our work supports broader investigations into web
privacy practices moving forward.

1 Introduction

User privacy on the web has become a top-level public con-
cern, as evidenced by the increasing adoption of regional
privacy regulations including the European Union’s General
Data Protection Regulation (GDPR) and a growing number
of US state laws (such as in California, Texas, and Florida).

As a component of these privacy laws, many online services
are required to disclose their privacy practices through pri-
vacy policy documents, including discussing how they collect,
use, and share user information, as well as the rights users
can exercise in managing their data. Because many of these
practices are not externally observable, privacy policies offer
a rare window into the privacy behaviors of online services.

Capitalizing on this visibility is challenging though, as
privacy policies are lengthy, complex, free-form documents.
Prior work has explored techniques for automated privacy
policy analysis. However, these approaches are either unsu-
pervised and rule-based [10, 17,20, 68, 69], or they involve
trained/fine-tuned classifiers [7,34,55,75], and their capabili-
ties are constrained to analyzing a limited set of pre-defined
privacy clauses in policies. Furthermore, many works pre-
date modern privacy regulations [67,68], or were evaluated
on datasets predating modern regulations [32, 34, 64], and
do not fully encapsulate the privacy practices discussed in
current laws. Although these methods have been applied to
evaluate specific characteristics of real-world policies on a
larger scale [38,50,64], due to their limitations, we ultimately
still lack a comprehensive and modern understanding of web
privacy practices as disclosed through these policies.

In this work, we seek to fill this gap through a systematic,
comprehensive, and at-scale evaluation of website privacy
policies, characterizing what privacy practices are disclosed
and assessing in-depth privacy behaviors. To ground our eval-
uation, we first systematize the privacy clauses discussed by
10 notable privacy laws already in effect, including the EU’s
GDPR and 9 US state laws. Prior work involving privacy
clause systematization focused on narrower sets of clauses,
often limited to a single law (typically GDPR), or selected
subsets from GDPR and CCPA. Across the ten laws, we iden-
tify 34 distinct clauses on privacy practices, while existing
human-annotated datasets cover only half of them. We group
these clauses into 4 overarching themes (personal information
practices, explanation of user rights, methods for exercising
rights, and disclosure of specific types of information).

Guided by this systematization, we then develop an ap-



proach using Large Language Models (LLMs) for assessing
these clauses in privacy policies. LLMs offer state-of-the-art
performance in text comprehension, reasoning, and question-
answering. Our systematic evaluation demonstrates that our
LLM method provides accurate, comprehensive, and flexible
analysis compared to prior techniques. For all tasks across
the 34 privacy clauses, our LLM approach exhibits an aver-
age F1-score of 0.94 (with no task below 0.84), whereas the
F1-score for existing methods is much lower (mostly below
0.8). Beyond improved performance, our analysis pipeline
uses open-source models and thus serves as a platform for
future privacy policy studies.

Finally, we collect privacy policies from the Google CrUX
top 100K sites as well as domains for the top 1K US and top
500 EU companies (according to Fortune 2024). We apply
our LLM method to a subset of sites, particularly those with
English privacy policies, to investigate in-depth the privacy
practices of thousands of websites today. We characterize
what privacy clauses are discussed in the policies, as well as
some of the detailed privacy practices disclosed. For exam-
ple, we identify that while policies broadly discuss clauses
related to personal information practices, fewer discuss other
categories, such as user rights and methods for exercising
them. We also observe broader coverage of clauses by higher-
ranked domains, as well as the influence of regional privacy
regulations. Furthermore, we quantify the types of personal
information that sites collect, their primary purposes, and the
third-party entities with whom the data is shared (with Google
entities being particularly prominent).

Ultimately, our study provides a more comprehensive and
modern understanding of website privacy practices via their
privacy policies and provides a foundation for broader inves-
tigations into web privacy moving forward. In summary, our
primary contributions include:

» Systematization of the privacy policy clauses across 10
modern privacy laws (GDPR and 9 US state laws).

* An LLM approach for accurately and comprehensively eval-
uating privacy clauses in website privacy policies.

* A larger-scale measurement of real-world privacy policies
on thousands of websites.

* Open-sourced the LLM-PP2025 (LLM-Privacy Policy

2025) dataset and LLM-based analysis pipeline at

https://github.com/BEESLab/LLM-PP2025.

2 Related Work

Here, we discuss related work on analyzing privacy policies.

Automated Methods for Privacy Policy Analysis. Several
prior studies have explored automated analysis methods for
privacy policies. Some of these approaches are unsupervised
and rule-based [10, 17,20, 69, 74], often involving the con-
struction of ontologies to define subsumptive relationships be-
tween terms in privacy policies and employ NLP techniques.

For example, PolicyLint [10] extracts data types and enti-
ties from privacy policies for contradiction analysis. PurPli-
ance [17] analyzes the predicate-argument structure of policy
sentences and classifies the extracted purpose clauses into a
taxonomy of data purposes. Building on rule-based methods,
PoliGraph [20] further leverages knowledge graphs to capture
context across different parts of privacy policies.

Another category of approaches primarily utilizes an-
notated privacy policy datasets (e.g., OPP-115 [67], APP-
350 [76], and PPGDPR [46]) to train machine learning classi-
fiers for privacy policy analysis [23], such as using Support
Vector Machines [76], Logistic Regression [14, 58], Convolu-
tional Neural Networks [34], BERT-based models [55,60,64],
and XLNet models [7]. Both the rule-based approaches and
the machine learning classifiers are constrained to analyzing
a limited set of pre-defined privacy clauses in policies.

With the emergence of LLMs, researchers have applied
them to legal reasoning tasks. Guha et al. [32] evaluated
the performance of 20 LLMs on various legal tasks beyond
just privacy policies. Chen et al. [18] developed a tool that
automatically detects privacy policy snippets and potential
risks related to user-input sensitive data. Rodriguez et al. [57]
assessed ChatGPT and the Llama 2 model on identifying
and categorizing several data practices in privacy policies.
PolicyGPT [61] and Goknil et al. [29] evaluated LLM per-
formance on the OPP-115 and PPGDPR datasets, exploring
different prompt engineering configurations'. However, these
studies mainly focus on evaluating LLM performance on
existing annotated datasets. Unlike our work, they do not ac-
count for the privacy clauses from modern privacy laws, and
they do not apply their methods for large-scale measurements.

Large-Scale Measurements of Privacy Policies. Prior pri-
vacy policy measurements [8, 15,53,59,68] typically focus
on limited characteristics of policies. For example, Amos et
al. [8] analyzed how privacy policy properties (e.g., length)
change over time. Bui et al. [16] analyzed the inconsistencies
between web trackers’ data practices and the opt-out state-
ments in their privacy policies. PolicyChecker [68] used a
rule-based approach to assess the GDPR compliance of mo-
bile app privacy policies. Wagner [64] conducted a large-scale
longitudinal study of the contents of privacy policies using
the categories and attributes from the OPP-115 dataset. Our
work seeks to provide a more comprehensive, accurate, and
modern understanding of the privacy practices disclosed in
real-world privacy policies.

Comparing Privacy Policies with Actual Data Collection.
Another type of measurement work [11,26,37,63] focuses
on comparing the data collection statements in a business’s
privacy policy with its actual data collection behaviors ob-
served in network traffic. For example, OVRSEEN [63] an-
alyzed data flows found in network traffic from Oculus VR

'We note that PolicyGPT [61] and [29] have not been peer-reviewed yet.
In fact, PolicyGPT [61] has transparency/reproducibility issues raised by [29].
Thus, we do not discuss the performance of these works in Section 4.3.
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No.| Privacy Law | Eff. Date | Abbr.

| General Data Protection Regulation (GDPR) | 05/25/2018 | GDPR

01/01/2020 | CA
01/01/2023 | VA
07/01/2023 | CO
07/01/2023 | CT
12/31/2023 | UT
07/01/2024 | FL

07/01/2024 | OR
07/01/2024 | TX
10/01/2024 | MT

1

2 California Consumer Privacy Act (CCPA)

3 Virginia Consumer Data Protection Act (VCDPA)
4 Colorado Privacy Act (CPA)

5 Connecticut Data Privacy Act (CDPA)

6 | Utah Consumer Privacy Act (UCPA)

7 | Florida Digital Bill of Rights (FDBR)”

8 Oregon Consumer Privacy Act (OCPA)

9 Texas Data Privacy and Security Act (TDPSA)

10 | Montana Consumer Data Privacy Act (MCDPA)

Table 1: Privacy laws analyzed and their effective dates.

apps and compared them with the data collection statements
in the privacy policies. Igbal et al. [37] analyzed the con-
sistency between the data collection practices of Alexa skill
vendors (observed in network traffic) and the statements made
in their privacy policies. Our work does not examine actual
data collection, but it can support future work in this direc-
tion by providing a deeper understanding of privacy policy
statements.

3 Systematization of Privacy Policy Clauses

To ground our evaluation of privacy policies, here we first sys-
tematize the privacy policy clauses that are discussed across
modern privacy laws. Specifically, we investigate the 10 pri-
vacy laws in effect for the European Union (GDPR) and 9 dif-
ferent states within the US [21], which all require businesses
to provide privacy policies for data transparency. Table 1 lists
these laws and their effective dates.

Prior Systematization. Prior work involving systematiza-
tion focused on narrower sets of privacy clauses (particularly
from one law). Since its enactment in 2018, the GDPR’s pri-
vacy policy requirements have been extensively examined by
the research community from multiple perspectives [72], such
as GDPR’s impact on privacy policies [8, 22, 45], GDPR-
completeness violations [31, 33, 68], and GDPR compli-
ance [25,56]. Additionally, GDPR-specific human-annotated
datasets have been created (e.g., PPGDPR [46]), enabling
researchers to evaluate their automated approaches to privacy
policy analysis, which involved first systematizing GDPR re-
quirements and then annotating privacy segments accordingly.
CCPA has been studied to a lesser extent. Prior work involving
systematization and comparison with GDPR includes more
narrow sets of privacy clauses [36,47]. The C3PA dataset [49],
created in 2024, was the first open CCPA-aware dataset of
human-annotated privacy policies. The growing number of
US state laws further requires a modern, comprehensive sys-
tematization of all these privacy laws. Meanwhile, while Cali-
fornia crafted its own privacy law, other states initially based

2The FDBR took effect on July 1,2024. It also includes a provision aimed
at curbing government influence online, which took effect on July 1, 2023.

their laws on a version of the yet-to-pass Washington Privacy
Act (WPA), which was introduced in 2019 [51]. As a result,
these WPA-inspired laws share similar language across many
clauses, while CCPA remains an outlier in several respects, as
will be discussed in this section. Finally, as will be discussed
in Section 4, existing annotated datasets cover only half of the
clauses we study in this work. Our systematization is more
expansive and modern, and can guide future privacy studies.

Systematization Process. Each law considered contains spe-
cific sections outlining privacy policy requirements. A team
of three web privacy experts comprehensively reviewed all
provisions, as well as the full texts of each law, then met to
discuss and converge on the systematization (this manual
systematization process is similar to prior work [46]). Be-
fore convergence, the initial inter-rater agreement (Fleiss’s
Kappa) was 0.882. Across the 10 laws, we identified 34 dis-
tinct clauses specifying content requirements for privacy poli-
cies. As shown in Table 2, we group these clauses into four
thematic categories: 1) A comprehensive description of a busi-
ness’s personal information practices (P1-7), 2) Information
on consumer rights with their personal information (R1-10),
3) Instructions for exercising those rights (E1-8), and 4) Dis-
closures about specific types of information (D1-9). Table 2
also lists which laws specify each clause. For reference, we
list the provision number corresponding to each clause in our
GitHub repository.

We note that not all clauses apply to all privacy policies
(e.g., GDPR targets EU-based companies or companies with
EU consumers). In this work, we do not seek to audit whether
privacy policies fully adhere to applicable regulations (a
promising direction for future work, which would require
identifying which laws apply to each online service). Instead,
we aim here to distill the clauses that may be included in
privacy policies based on enacted privacy laws, guiding our
subsequent characterization of privacy policy content.

Below, we describe briefly the clauses identified across the
four categories. We note that our systematization reflects the
laws as of January 2025 and remains accurate at the time
of writing. The privacy laws studied may be amended in the
future and, as a result, affect the systematized clauses.

Personal Information Practices. All privacy laws require
that privacy policies describe personal information practices.
We observed the following clauses across the 10 privacy laws.
e P1-2: All privacy laws require that a privacy policy dis-

closes the categories of a consumer’s personal information
collected or processed by the business (P1). GDPR man-
dates P1 when personal data is collected indirectly (e.g., via
third parties) but not directly from the consumer.
Additionally, all US state laws require businesses to provide
the categories of personal data they share, sell, or disclose
to third parties (P2), although GDPR does not. Note that
laws differ in whether they distinguish sharing, selling, and
disclosing data. Given the inconsistencies and overlap in
definitions, we group all three actions together.


https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016R0679
https://web.archive.org/web/20250124095540/https://cppa.ca.gov/regulations/pdf/cppa_regs.pdf
https://web.archive.org/web/20250121232936/https://law.lis.virginia.gov/vacodefull/title59.1/chapter53/
https://web.archive.org/web/20250121071109/https://coag.gov/app/uploads/2022/01/SB-21-190-CPA_Final.pdf
https://web.archive.org/web/20250121222254/https://www.cga.ct.gov/2022/act/Pa/pdf/2022PA-00015-R00SB-00006-PA.PDF
https://web.archive.org/web/20250114223509/https://le.utah.gov/xcode/Title13/Chapter61/C13-61_2022050420231231.pdf
https://web.archive.org/web/20250126140259/https://www.flsenate.gov/Session/Bill/2023/262/BillText/er/HTML
https://web.archive.org/web/20250126121750/https://olis.oregonlegislature.gov/liz/2023R1/Downloads/MeasureDocument/SB619/Enrolled
https://web.archive.org/web/20250124103116/https://capitol.texas.gov/tlodocs/88R/billtext/html/HB00004F.htm
https://web.archive.org/web/20250126140726/https://archive.legmt.gov/bills/2023/billpdf/SB0384.pdf

ID ‘Clause ‘GDPR CA VA CO CT UT FL OR TX MT

Personal Information Practices

P1 Categories of PI Collected v v v v v v v v v v
P2 Categories of PI Shared/Sold/Disclosed v v v v v v v v v
P3 Categories of PI Sources v v
P4 Purpose for Collecting PI v v v v v v v v v v
P5 Purpose for Selling/Sharing/Disclosing PI v
P6 Categories of Third-Party Recipients of PI v v v v v v v v v v
P7 PI Retention Period v
Explanation of Consumer Rights
R1 Right to Know (Access, Confirm) v v v v v v v v v v
R2 Right to Data Portability v v v v v v v v v v
R3 Right to Delete (Erase) v v v v v v v v v v
R4 Right to Correct (Rectify) v v v v v v v v v
R5 Right to Opt-Out (Ads/Sales/Profiling) v v v v v v v v v
R6 Right to Object (General Processing) v
R7 Right to Limit (Restrict Processing) v v
RS Right to Lodge a Complaint v
R9 Right to Withdraw Consent v
R10 | Right to Non-Discrimination v
Methods for Exercising Consumer Rights
El Methods to Submit A Request v v v v v v v v v
E2 Process for Consumer to Appeal Controller’s Decision v v v v v v v
E3 Contact Information v v v v v v
E4 Process for Verifying Consumer Requests v
E5 Instructions for Authorized Agent Requests v
E6 Opt-In Processes for Sale/Sharing of PI of Under-16s v
E7 Explanation of Processing An Opt-out Preference Signal v
E8 Implementation of Frictionless Opt-out Signals v
Required Disclosures of Specific Information
D1 Notice of Sale of Sensitive PI v v
D2 Notice of Sale of Biometric PI v v

D3 Statement on Use/Disclosure of Sensitive PI

D4 Statement on Knowingly Selling/Sharing PI of Under-16s
D5 Last Updated Date

D6 Metrics Report from Large PI Collectors

D7 Third Country Transfer

D8 Automated Decision-Making

D9 Statutory/Contractual PI Requirements

v
v
v

SNENENEN

Table 2: Privacy policy clauses as specified across GDPR and 9 US state laws, organized into four thematic categories, along

with the privacy laws that mandate these clauses.

* P3: GDPR and CCPA require a privacy policy to include in-
formation on the categories of sources from which personal
information is collected, such as directly from consumers,
advertising networks, data brokers, etc.

* P4-5: All privacy laws require that the purposes of col-
lecting and processing consumers’ personal information
be disclosed in a privacy policy (P4). The CCPA further
mandates that businesses disclose the purposes for selling,

sharing, and disclosing personal information (P5)°.
P6: All privacy laws mandate information on the categories

3GDPR also requires a privacy policy to provide the legitimate interests

for data processing. However, legitimate interest is a flexible lawful basis for
processing [52] and is the most ambiguous clause in GDPR as it allows for
broad interpretations of different processing purposes [42]. Thus, we choose
not to separately consider clauses about legitimate interests in this study.

of third-party entities with whom a business shares, sells,
or discloses personal information.

P7: GDPR requires that privacy policies provide a retention
period for collected personal information, or the criteria
used to determine that period. (CCPA requires retention
information to be disclosed in the Notice at Collection,
which is not necessarily included in the privacy policy.)

Explanation of Consumer Rights. All privacy laws require
privacy policies to include information about the rights con-
sumers have regarding their personal information.

¢ R1-5: All privacy laws entitle consumers to the right to

know what personal information a business has collected
about them (R1), to receive a copy of their processed per-
sonal information in a portable format (R2), to request



the deletion of their personal information (R3). Except for
Utah’s privacy law, all others entitle consumers the right
to have inaccuracies in their information corrected (R4).
Except for GDPR, all other US laws entitle consumers the
right to opt out of businesses processing their personal infor-
mation specifically for targeted advertising, sale of personal
data, and profiling (RS).

* R6: GDPR entitles consumers to object to/opt-out of the
general processing of personal data.

* R7: GDPR and CCPA both provide consumers with the
right to limit the processing of personal information beyond
specific conditions (outlined in each law).

* R8-9: GDPR grants consumers the right to lodge a com-
plaint with a supervisory authority (R8), and the right to
withdraw consent for processing their personal information
at any time (R9).

* R10: CCPA gives consumers the right not to receive dis-
criminatory treatment by the business for the exercise of
privacy rights.

Methods for Exercising Consumer Rights. All privacy

laws further require that a privacy policy provide some infor-

mation on how to exercise these consumer privacy rights.

* E1: All US privacy laws require businesses to describe the
methods by which consumers can submit requests in their
privacy policy. While GDPR does not explicitly require E1,
it has comprehensive regulations on how businesses are to
respond to consumer requests.

* E2: Most US state laws (except for California’s and Utah’s)
require information on how consumers may appeal a busi-
ness’s decision on their requests.

* E3: As required by GDPR and 5 US states, a business’s
contact information must be included in a privacy policy to
allow consumers to exercise their rights and ask questions.
Three US states specify that the contact method should be
online, such as an email address.

* E4-8: California’s CCPA includes more detailed require-
ments on describing the exercise of consumer rights®, in-
cluding a description of the process for verifying consumer
requests (E4), and instructions on how an authorized agent
can make a request on a consumer’s behalf (ES). Further-
more, if the business has actual knowledge that it sells the
personal information of consumers under 16 years of age, a
description of the processes for opting into the sale or shar-
ing of this information should be provided (E6). Another
notable aspect is the handling of opt-out signals. CCPA
requires an explanation of how an opt-out preference signal
will be processed for the consumer (E7), and if the busi-
ness processes frictionless opt-out preference signals, how
consumers can implement the signals (ES).

Specific Disclosures Finally, we identify nine clauses on

4CCPA includes two other clauses requiring businesses to provide a notice
of the Right to Opt-out of Data Sale/Sharing and a notice of Right to Limit.
These two clauses largely overlap with R5 and R7 so we do not consider
these clauses separately.

requirements for disclosing specific information’.

* D1-2: Florida and Texas require businesses to disclose in
their privacy policy if they sell sensitive personal data (as
defined by the laws) (D1) or biometric data (D2).

* D3: CCPA requires businesses to state whether they use
or disclose sensitive personal information (as defined by
CCPA) for purposes other than those specified in its Section
7027(m) (e.g., providing expected goods or services).

* D4: CCPA requires businesses to state whether they have
actual knowledge of selling or sharing personal information
of consumers under 16 years old.

* DS: CCPA requires that a privacy policy include the date it
was last updated.

* D6: CCPA requires businesses collecting 10M+ consumers’
information annually to include a metrics report or link in
their privacy policies, detailing consumer privacy requests
received and average response time over the past year.

* D7: GDPR requires businesses to disclose whether they
intend to transfer personal data to a third country or inter-
national organization.

* D8: GDPR requires businesses to inform consumers about
the existence of automated decision-making, including pro-
filing, and its use of personal data.

* D9: GDPR requires businesses to inform consumers
whether the provision of personal information is mandatory
(e.g., statutory or contractual), and the consequences of not
providing such information.

4 LLM-Based Privacy Policy Analysis

In this section, we introduce our LLM-based framework that
affords an automated assessment of privacy policies, eval-
uating the presence of each clause identified in Section 3.
LLMs have demonstrated significant advancements across
various tasks, including legal reasoning [32,41,71]. Multiple
LLMs have been developed, such as OpenAI’s GPT, Meta’s
Llama [62], and Google’s Gemini [12]. These models possess
extensive world knowledge, strong problem-solving capabili-
ties, sophisticated reasoning skills, and a robust capacity for
following instructions.

In this work, we use the Llama-3.1-70B-Instruct [6] as the
foundational model for interpreting privacy policies. The In-
struct version is a fine-tuned version of its text-only model for
assistant-like chat. While Llama-3.1-405B [5] is currently the
largest and most capable openly available foundation model,
its substantially higher hardware requirements make it im-
practical for most researchers to run. The 70B model delivers
comparable performance to the 405B model across different
tasks [4] while being more resource-efficient and ensuring that
our framework remains accessible and reproducible. Besides,
using an open-source model also supports future fine-tuning

SWe classify some clauses as Disclosures instead of Personal Information
Practices if they are about specific information types, rather than general
personal information processing.



needs, and allows us to run inference on our own infrastruc-
ture, enabling efficient large-scale measurement.

We design and evaluate the performance of two types of
LLM tasks for privacy policy assessment:

1) Coverage Tasks: A coverage task assesses whether a pri-
vacy policy segment covers the required content of a spe-
cific clause. We design prompts to guide the LLM to: 1)
perform binary classification, and 2) extract texts from the
privacy policy segments that are relevant to the specific
clause. The prompt template is shown in Figure 4 in Ap-
pendix B.

2) Inspection Tasks: Building on the coverage tasks, we con-
duct assessments of personal information practices in pri-
vacy policies to gain a deeper understanding of how current
businesses disclose the use of consumers’ personal infor-
mation. Specifically, we inspect the categories of personal
information the business collects (P1) and shares (P2), the
purposes (P4, P5), and the third-party recipients (P6). We
design prompts to guide the LLM to perform multi-class
classification on categories of personal information, pur-
poses, and third-party recipients (discuss in Section 4.2).
All prompts for the inspection tasks are available in our
GitHub repository.

4.1 Evaluation Dataset for Coverage Tasks

To evaluate our LLM prompts for coverage tasks, we require
labeled data on privacy policy text. Our systematized clauses
(Section 3) are significantly broader than those considered
in prior work [46,49, 67], and as a result, there is not one
complete dataset whose labels cover all clauses. Instead, we
use three human-annotated privacy policy datasets created by
prior work that together encapsulate about half of our clauses,
and we manually label data for the remaining clauses (as
shown in Table 3). Here, we describe these existing datasets
and how we construct the evaluation dataset.

Existing Datasets. We use three existing datasets:

1) OPP-115: The OPP-115 dataset [67] provides annotations
for 115 privacy policies. Despite being created before
GDPR (the earliest of our 10 laws), it remains the most
commonly used dataset for developing automated privacy
policy analysis (e.g., Polisis [34]). In the dataset, each data
practice in a policy text segment is categorized into one
of ten main categories, with further category-specific at-
tributes. We directly map one main category to clause P7,
and we map P1-2 and P4-6 to attributes specific to other
categories. For example, we map P4 to the “Purpose” at-
tribute in the main category “First Party Collection/Use”.
We detail the label mapping process in Appendix A.

2) PPGDPR: The PPGDPR dataset [46] includes labeled sen-
tences from 304 English mobile app privacy policies, based
on GDPR §Art.13 regarding personal information collec-
tion. We identify eight labels aligned with clauses P7, R1-2,
R6-8, and E3. PPGDPR merges the right to correct (R3)

and the right to delete (R4) into a single label, whereas we
assess these two clauses separately; thus, we do not use
PPGDPR for these two clauses.

3) C3PA: The C3PA dataset [49] annotated text segments from
411 organizations’ privacy policies with CCPA-specific
disclosures. We map eight of its labels to clauses R1, R3-5,
R7,R10, E1 and DS5.

Evaluation Dataset Construction. Segments/sentences in
all three datasets were labeled by three annotators. PPGDPR
only provides aggregated labels, while OPP-115 and C3PA
provide each annotator’s label. To determine a final label in
OPP-115 and C3PA, we apply the majority rule, as recom-
mended by OPP-115 [67].

To evaluate task performance, we require positive and neg-
ative samples of each clause. For clauses mapped to labels in
existing datasets, we select all policy text segments with those
labels as positive samples (i.e., clause content is in the privacy
policy). We then select an equal number of negative samples
by randomly sampling text segments in each dataset without
the labels. For clauses not covered by the prior datasets, we
continuously randomly sampled and labeled segments until
50 positive and 50 negative samples were found from our
collected real-world privacy policy dataset (see Section 5).

4.2 Evaluation Dataset for Inspection Tasks

For the inspection tasks, each privacy policy may use different
terminology for describing personal information practices
(we specifically focus on P1-2 and P4-6°). To avoid analyzing
an unbounded number of practice descriptions, we frame the
inspection tasks as multi-class classification and define classes
of practices (e.g., for P1, classes of PI collected) in LLM
prompts. This section details how we define the classes and
construct the evaluation dataset.

Class Definitions. As discussed in Section 4.1, OPP-115
contains fine-grained attribute labels that directly map to the
personal information practice clauses investigated in our in-
spection tasks. Thus, we initialize our class definitions with

OPP-115 labels. However, as OPP-115 predates modern pri-

vacy laws, we observe further definitions, especially in Cal-

ifornia’s CCPA [1]. Thus, we refine OPP-115 classes with

CCPA definitions, providing a more comprehensive and up-

dated set of classes. Based on CCPA definitions, we make the

following changes to OPP-115 classes:

* For personal information types (P1, P2), we introduce four
new classes (e.g., biometric data), and refine the definition
of “identifier” using CCPA’s expansive definition (whereas
OPP-115 considers this class a catch-all for user identifiers
not accounted for by other classes).

* For data collection and disclosure purposes (P4, P5), we
merge some OPP-115 classes based on CCPA definitions

©We omit P3 as the definition of PI sources is vague in existing laws, and
P7 as privacy policies can specify either a specific period or a criterion for
determining it, and the later widely varies in description.



(e.g., defining advertising and marketing as a single class).

* For third-party recipients, OPP-115 defines four classes
besides unnamed and unspecified entities: named entities,
affiliates, other users, and the public. Guided by CCPA, we
separate OPP-115’s “named entities” class into “explicitly
named entities” (e.g., Facebook) and “categorized entities”
(e.g., data brokers), which merge in “affiliates”. We also
merge together “other users” and “the public”, as OPP-115
segments typically have both labels (e.g., user comments
visible to other users and the public).

Evaluation Dataset Construction. We begin with the text
segments identified in the coverage task as containing the
relevant clauses (P1-2, P4-6). For classes defined already in
OPP-115, we select the relevant OPP-115 labels as positive
samples and randomly sample an equal number of segments
with other labels as negative samples. For new classes not
defined in OPP-115, we continuously randomly sampled and
label segments until 30 positive and 30 negative samples were
found from our collected privacy policy dataset (Section 5).
For some classes, we observe few positive samples in OPP-
115, so we augment our samples in a similar manual fashion.

4.3 LLM Prompt Engineering and Evaluation

Here, we describe our LLM prompt design and configuration
and present our evaluation results for each assessment task.
LLM Prompt Design. LLMs require a prompt instructing

them on how to perform a task. Similar to LLMs applied for
other legal reasoning tasks [32], we design prompts for each
task by manually writing instructions and drawing on the orig-
inal legal text in privacy laws. As discussed in Section 3, the
terms used for the same clause across different privacy laws
may vary. Thus, we also incorporate language from different
privacy laws to create comprehensive task instructions.

We use zero-shot learning (where prompts do not include
examples). While we evaluated few-shot learning and chain-
of-thought [40,65] prompting, common LLM prompting tech-
niques, we observed limited improvements or worse perfor-
mance on some tasks, as detailed in Table 11 in Appendix C.

Input Segmentation. While the privacy policies in the
ground truth dataset are manually segmented, online privacy
policies are typically complete documents that require seg-
mentation. While Llama 3.1 expands the input context length
to 128K tokens, prior research has shown that longer input
lengths can lead to performance drops [43]. We also observe
in our experiments that inputting the full privacy policy docu-
ment often leads to false negatives. Thus, we segment privacy
policies before inputting to the LLM, and set a 1K token
limit for each segment, as performance is only slightly im-
pacted [43], while maintaining the context of the privacy
policy. As will be discussed in Section 5, we use the Mark-
down format of privacy policies as LLM inputs to maintain
the HTML table context and the overall structure of a privacy

ClL | Dataset #Samples | Baseline (F1) | Our’s (F1)
Pl OPP-115 1632 N/A 0.85

P2 OPP-115 732 N/A 0.90

P3 Ours 100 N/A 0.84

P4 OPP-115 1820 N/A 0.91

P5 OPP-115 1336 N/A 0.93

P6 OPP-115 848 N/A 0.93

P7 OPP-115/PPGDPR  96/896 0.71/0.82 0.97/0.96
R1 PPGDPR/C3PA 230/2236 0.63/0.5710.40 0.91/0.94
R2 PPGDPR 334 0.82 0.96

R3 C3PA 1162 0.74 0.97

R4 C3PA 646 0.66 0.98

R5 C3PA 1226 0.69 0.92

R6 PPGDPR 490 0.71 0.88

R7 PPGDPR/C3PA 254/282 0.80/0.73 0.93/0.95
RS PPGDPR 290 0.84 0.95

R9 Ours 100 N/A 0.91

R10 | C3PA 756 0.91 0.99

El C3PA 2432 0.83 0.95

E2 Ours 100 N/A 0.95

E3 PPGDPR 1442 0.79 0.84

E4 Ours 100 N/A 0.98

E5 Ours 100 N/A 1.00

E6 Ours 100 N/A 0.95

E7 Ours 100 N/A 0.88

E8 Ours 100 N/A 0.99

D1 Ours 57 N/A 1.00

D2 Ours 51 N/A 1.00

D3 Ours 100 N/A 0.93

D4 Ours 100 N/A 0.98

D5 C3PA 194 0.98 0.99

D6 Ours 100 N/A 1.00

D7 Ours 100 N/A 1.00

D8 Ours 100 N/A 0.94

D9 Ours 100 N/A 0.93

Table 3: F1-scores from evaluating our method’s performance
across coverage tasks (compared to existing baselines).

policy. We hierarchically segment the policy by Markdown
headings, ensuring each segment remains within 1K tokens.
If the lowest heading level is reached and tokens still exceed
1K, we further split the segments by line breaks.

LLM Configuration. We deploy the Llama-3.1-70B model
using Hugging Face Transformers in bfloat16 precision (i.e.,
without quantization) on a cluster with 48 NVIDIA H200
GPUs. Each task runs on a node with two H200 GPUs.
We set the max token length to 2048 and disable sampling
(do_sample=false) to obtain deterministic results.

Coverage Task Evaluation. Table 3 lists our LLM’s perfor-
mance (F1-score) on coverage tasks for each clause using
zero-shot learning, along with the evaluation dataset used
and the total number of test samples (balanced between pos-
itive and negative samples’). We note that there are other
prior works that have evaluated similar datasets like OPP-
115, but their evaluations entail largely different tasks/goals,

7For D1 and D2, we could only find a small number of positive samples
(7 and 1, respectively). Thus, we use these positive samples with 50 negative
samples (as done for other tasks/clauses).



which are not equivalent to our coverage tasks. For example,
LegalBench [32] evaluated LLM performance on the OPP-
115 dataset for the binary classification task of determining
whether a segment belongs to one of OPP-115’s main cate-
gories, which do not directly align with legal clauses (except
P7, as discussed in Section 4.1). Thus, as a baseline compar-
ison, if prior work analyzed an equivalent task, we also list
the F1-scores reported. We only identified comparable eval-
uations for 12 tasks [32,46,49]. For some clauses (e.g., P7),
multiple datasets had relevant labels, so we separately listed
our (or baseline) performance on each dataset. For R1 and the
C3PA dataset specifically, C3PA contains two relevant labels,
and we present our task evaluation on each label separately.

Across all tasks/clauses, our LLM method achieved high
Fl1-scores (at least 0.84, but mostly above 0.9), with an av-
erage Fl-score of 0.94 across tasks. For each task with a
baseline comparison, our performance substantially exceeds
that reported in prior work [32,46,49] (where the average
baseline F1-score across these tasks is 0.74). Thus, our ap-
proach provides significantly more accurate and comprehen-
sive coverage of modern privacy policy clauses in privacy
policies.

While non-equivalent tasks from prior work are not directly
comparable, we discuss them to illustrate the relative perfor-
mance of our approach, given the lack of equivalent baselines.
The highest F1-score reported by LegalBench [32] was 0.806,
on the First Party Collection/Use category in OPP-115 using
GPT-3.5, which relates to clauses P1 and P4. Our approach
achieved scores of 0.85 and 0.91, respectively. For the Third
Party Sharing/Collection category, LegalBench achieved an
F1-score of 0.801 using GPT-4, corresponding to clauses P2,
P35, and P6. Our scores were 0.90, 0.93, and 0.93, respectively.

Finally, we do observe worse performance on some tasks
compared to others (e.g., P3), which upon manual inspec-
tion, appears primarily due to more complexity, diversity, or
ambiguity in privacy policy languages that satisfy a clause.

Inspection Task Evaluation. For the inspection tasks, we
list our LLM approach’s performance doing multi-class clas-
sification of personal information types (P1, P2) and purposes
(P4, P5) in Table 4 and Table 5, respectively. For third-party
recipient classification (P6), we achieve a 0.95 F1-score for
the named and categorized third-party categories, and 0.89
for the public/other user category.

Prior work [34, 64] evaluated on OPP-115 using its fine-
grained attribute labels, training separate classifiers for the
main categories (e.g., first-party collection vs. third-party shar-
ing) and the fine-grained attributes (e.g., PI categories). While
we evaluate using the same dataset, our task is distinct be-
cause we categorize PI categories and their context (first-party
collection vs third-party sharing) together as one task. Using
two separate classifiers produces ambiguities/inaccuracies in
real-world measurements, such as if a policy segment dis-
cusses both contexts and PI categories get mixed across the
two contexts.

Here we discuss prior work to illustrate the relative perfor-
mance of our approach, given the lack of equivalent baselines.
Polisis [34] reported an average F1-score of 0.81 for PI cat-
egories using a CNN, and Wagner [64] reported an average
F1-score of 0.828 using BERT-based models, both under a
mixed-context settings. In comparison, we achieve an aver-
age Fl-score of 0.88 for first-party collection (P1) and 0.89
for third-party collection (P2). We note that there are certain
personal information types for which our F1-scores are lower
than those reported in prior work. For example, for contact
information, Polisis reported an Fl-score of 0.90, Wagner
reported 0.965, and we achieve 0.92 for first-party collection
and 0.81 for third-party sharing. Again, we note that our task
is different from prior work, as we classify the attributes along
with their context.

Next, since we introduce four new PI classes, and refine
the definition of “identifier” classes (Section 4.2), we further
reproduce a prior approach to compare its performance with
our’s on these classes. While Polisis and Wagner’s work did
not release source code for their approaches, prior work [9]
has attempted to reproduce Polisis’s results. We therefore
adopt the implementation from this open-source repository
for comparison (i.e., using a CNN), using 70% of the labeled
segments for training and 30% for testing, with balanced posi-
tive and negative samples and a mixed-context setting. We find
that our approach outperforms Polisis across these personal
information types. For identifiers, we achieve an F1-score of
0.88 for first-party collection and 0.93 for third-party shar-
ing, compared to 0.82 using Polisis. For inferred data, our
scores are 0.91 (first-party) and 0.89 (third-party), versus 0.85
for Polisis. For sensor data, our scores are 0.97 (first-party)
and 1.00 (third-party), compared to 0.94 for Polisis. For other
sensitive information, we achieve scores of 0.96 (first-party)
and 0.97 (third-party), while using Polisis achieves 0.88. On
biometric data, both our method and Polisis achieve 1.00.

For data purpose categories, we achieve average F1-scores
of 0.86 for first-party (P4) and 0.84 for third-party (P5), ex-
ceeding or matching the mixed-context evaluation reported by
Polisis (0.83) and Wagner’s (0.84). Polisis did not cover third-
party recipients (P6), and Wagner reported F1-scores of 0.825
(named/categorized third-party categories) and 0.750 (public),
compared to our scores of 0.95 and 0.89, respectively.

Overall, although the inspection tasks are more com-
plex and detailed than the coverage tasks, our LLM method
achieved reasonable performance. Even when compared to
prior non-equivalent tasks, our approach overall outperforms
existing methods, and our classifications are also broader (see
Section 4.2). Thus, this approach enables us to apply the anal-
ysis framework for meaningful large-scale measurements.

5 Privacy Policy Collection

In this section, we describe the process of collecting our pri-
vacy policy dataset for measurement, including how we se-



Personal Information ‘ 1st (P1) ‘ 3rd (P2)

Financial/Commercial 0.84 0.88
Health 0.98 0.97
Biometric 1.00* 1.00*
Contact 0.92 0.81
Geolocation 0.84 0.89
Demographic 0.90 0.81
Identifier 0.88* 0.93*
User online activities 0.82 0.85
User profile 0.73 0.85%
Social media data 0.81 0.92%
IP address and device IDs 0.89 0.83
Cookies and tracking elements | 0.94 0.97
Computer information 0.80 0.82
Survey data 0.84 0.81
Inferred Data 0.91* 0.89*
Sensor 0.97* 1.00*
Other sensitive information 0.96* 0.97*
Average ‘ 0.88 ‘ 0.89

Table 4: F1-scores from evaluating our method’s classification
of personal information category (for both first-party collec-
tion and third-party disclosure). Values with * are evaluated
on our dataset.

lected target domains, crawled web pages, and identified their
privacy policies.

Target Domains. We selected popular domains from the
Chrome User Experience Report (CrUX) [30] top list, as it is
widely used and considered a more accurate representation of
website usage compared to other DNS-based top lists, such
as SecRank [70], the Umbrella top list [19], or the aggregated
Tranco list [54]. As discussed in Section 3, US state privacy
laws typically define their scope of applicability based on
business size. Therefore, we focus on the top 100K domains
from the CrUX list, as these are more likely to fall within
the scope of such laws. For similar considerations, we also
include the domains of the top 1K US companies [27] and
the top 500 EU companies [28], as listed by Fortune 2024.
This also enables us to study the differences in privacy policy
content across companies from the EU and the US.

Data Collection Process. We collected privacy policies for
the target domains in August 2024, using the following steps:
1) Finding candidate privacy policies. Privacy policy links
are not universally standardized in their text or hyperlink
format. We identify hyperlinks presumed to point to privacy
policies for further evaluation on each domain’s homepage
through keyword matching (akin to the methods used by
prior work on web privacy policy collection [8, 22, 46]).
We use GDPR-related keywords from existing multilingual
word lists from [22] and those specific to CCPA.
2) Crawling web pages. For each homepage and its candidate
privacy policy pages, we use Selenium to load each page,

Purposes ‘ 1st (P4) ‘ 3rd (P5)
Performing services 0.89 0.85
Advertising/Marketing 0.82 0.90
Analytics/Research 0.90 0.87
Personalization/Customization | 0.78 0.54
Service Operation and Security | 0.82 0.89*
Legal requirement 0.83 0.85
Merger/Acquisition 0.95% 0.97
Average | 0.86 | 0.84

Table 5: F1-scores from evaluating our method’s classification
of first-party collection and third-party disclosure purposes.
Values with * are evaluated on our dataset.

waiting up to 30 seconds for it to load and then downloading
the HTML file. The traffic load generated by our crawling
on each website should be negligible.

3) Text Extraction. Next, we removed boilerplate content
(e.g., script, style, head tags, etc.) and extracted the main
content from the HTML page into Markdown format, us-
ing the html-to-markdown converter in Go [39], the same
library used by the Firecrawl service [2]. Although the read-
ability.js library is commonly used for text extraction in
prior work [8,35], our tests revealed that both readability.js
as well as Chrome’s new reading mode perform poorly with
HTML tables, often returning blank outputs. We observed
that many privacy policies now use tables for information
disclosure as required by CCPA. Thus, using the Markdown
format as LLM inputs helps maintain the table context and
the overall structure of the privacy policy.

4) Language detection. Given that our study is motivated by
GDPR and the US state privacy laws, and that analyzing
multilingual content in the EU requires significant effort
and additional language expertise, we limit our focus to
English-language privacy policies. To ensure high accu-
racy in language detection, we adopt the method from [35],
which runs eight open-source libraries for language detec-
tion on each web page and performs majority voting on
their outputs. We then excluded domains whose homepage
is non-English or where all its candidate privacy policy
pages are non-English at this step.

5) Privacy policy classification. Finally, for domains with
at least one candidate privacy policy page, we use a pre-
trained machine learning classifier from prior work [35],
which reports a 99.1% accuracy in detecting English privacy
policies, to classify each candidate page.

6) Selecting privacy policies with high-confidence. Since
our measurement objective is strongly correlated with crawl-
ing the correct privacy policy, we apply two considerations
for further selecting high-confidence privacy policies. First,
we observed that some terms of service or disclaimer pages
may contain privacy-related content, leading to misclassi-
fication. Therefore, we further select pages identified by



Cases Total | 1K 10K 100K | EU | US

High Confidence 18,442 | 246 1,709 15,677 231 760
Plausible 6,684 | 95 689 5,681 | 105 | 141
No Policy Link 22,311 | 180 1,826 20,153 79 | 98
Non-English 48,178 | 445 4,364 43,307 79 1
Access Failure 2,578 16 174 2,382 6 0
Blank Homepage 3,056 18 238 2800 0 0

Full Set | 101,249 | 1K 9K 90K | 500 | 1K

Table 6: Distribution of the number of domains in different
detection cases across the CrUX top 1K, 10K (excl. 1K),
100K (excl. 10K), and Fortune EU top 500 and US top 1K.

the classifier as privacy policies, where the URL contains
keywords such as “privacy”, and manually check all privacy
policies crawled using CCPA-specific keywords.
Second, as the classifier only determines whether a page is
a privacy policy or not, we need to confirm that the privacy
policy belongs to the targeted domain to ensure measure-
ment accuracy. We notice a common corner case that a
candidate privacy policy’s second-level domain (SLD) may
differ from the targeted domain’s, which can be either prob-
lematic or not. For instance, a domain using a Google ser-
vice might include Google’s privacy policy link on its page
(false positive), while a domain’s privacy policy page might
link to its parent company’s policy with a different SLD
(true positive). To automate the selection process, which
affords large-scale evaluations than relying on manual anal-
ysis, we streamline the process by selecting 1) candidates
whose SLD matches the target domain, and 2) candidates
whose SLD matches any domain the target redirects to, as
recorded during crawling.

Table 6 lists the number of domains with high-confidence
privacy policy pages found for each domain group, along with
the distribution of different causes for excluding domains at
each processing step. In the table, “No Policy Link” refers
to cases where no candidate link is found on the page, or all
candidate pages are classified as non-privacy policy. “Blank
Homepage” also includes cases where the homepage follows
a specific pattern without any candidate links found, such as
the default Nginx welcome page.

We manually checked 100 randomly selected domains in
the plausible group and obtained 76% accuracy, with most
inaccuracies arising from privacy policies that do not belong
to the target domain, as discussed. We then manually checked
100 randomly selected domains in the high-confidence group,
reaching 99% accuracy, with one error being a privacy center
(navigation) page that links to different privacy policies. To
prevent such cases, we manually reviewed and corrected all
privacy policies with few words in the dataset.

We use domains and their privacy policies from the high-
confidence set as our test dataset for measurement in Section 7.
From the top 100K group, we randomly selected 2K domains

CDF
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Word Count

Figure 1: CDF of the word count of privacy policies across
different domain groups, with the x-axis truncated at 10K.

for measurement to ensure a representative yet computation-
ally efficient subset for analysis. For other domain groups,
we use the full high-confidence set. In total, our test dataset
consists of 4,896 distinct domains and 5,210 unique privacy
policy documents (some domains have multiple policies, such
as a main policy and a CCPA-specific one).

6 Limitations

Before presenting our large-scale measurement results, we
discuss the limitations of our measurement and analysis.

Our work focuses on systematizing Western privacy laws
(Section 3) and analyzing English privacy policies (Section 5),
which may not generalize to other regions. Also, as discussed
in Section 3, many clauses may not apply to a domain’s pri-
vacy policy, depending on the various characteristics of the
online service and its users. We do not evaluate policy compli-
ance with privacy laws and leave determining which privacy
laws apply to which domains for future work. Instead of
investigating compliance, we focus on comprehensively char-
acterizing what privacy practices are currently disclosed via
privacy policies. Finally, our LLM-based analysis framework
is not perfectly accurate (likewise with all prior automated
approaches), so our results have some margin of error. How-
ever, our method exhibits overall high accuracy, so we believe
our findings still provide meaningful insights into the privacy
practices discussed in real-world privacy policies.

7 Large-Scale Privacy Policy Measurement

We now apply our analysis framework to the privacy policies
of 4,896 domains (see Section 5).

7.1 Policy Length and Readability

We begin with simple characterizations of our privacy policies,
specifically their length and readability. Figure | shows the
CDF of policy length, as measured by word count, across



each domain group. We see that higher-ranked domains tend
to provide longer privacy policies. Regionally, US domains
feature longer privacy policies than those in the EU, possibly
in response to more detailed requirements in US state privacy
laws (see Section 3). We also observe substantial variance
in word counts, as reflected in the CDF. The longest privacy
policy in our dataset is Microsoft’s, totaling 50,409 words.

Prior work [8] found that the Alexa top domains’ privacy
policies doubled in median word count from 2009 to 2019,
with a sharper rise after GDPR. Compared with their findings,
we observe a continued increase in privacy policy word counts.
The median word count in our dataset is 4,820 for the top 1K
domains, 3,389 for the top 10K, and 2,512 for the top 100K,
compared to 3.1K, 2.4K, and 1.7K in Alexa’s top 1K, 10K,
and 100K domains in 2019 [8], respectively.

Several prior studies [24,48] have found that privacy poli-
cies are difficult to read. Similar to [8], we measure the read-
ability using the Flesch-Kincaid Grade Level (FKGL). The
median FKGL of privacy policies in our dataset is 15.11,
representing a college level of education necessary for com-
prehension. We note this FKGL score is higher than past
reports from 2012 (13.33 [44]), and in 2019 (13.2 [8]). Thus,
privacy policies are becoming longer and more challenging
for consumers to understand.

7.2 Coverage of Privacy Policy Content

Here, we evaluate the extent to which our privacy policies
cover the privacy practice clauses discussed across the ten
privacy laws (through our coverage tasks). For each clause,
Table 7 lists the percent of domains that include the required
content in their privacy policies, organized by domain groups.

Personal Information Practices. We see that privacy poli-
cies heavily focus on personal information practices, with
over 90% of all domains discussing P1-5 (PI collection +
disclosure). P7 (PI retention) exhibits lower inclusion (74%
overall), likely because only GDPR requires this clause.

Consumer Privacy Rights. We observe that privacy policies
discuss consumer rights less often than personal information
practices and that there’s wide variation across rights-related
clauses. The right to know (R1), delete (R3), correct (R4), and
opt-out of ads/sales/profiling (R5) are disclosed by over 75%
of all policies. Other rights are discussed by 57% or fewer of
the policies. The right to non-discrimination (R10) is specific
to California’s CCPA and the least included overall.

For methods of exercising rights, we see majority coverage
only for submitting privacy requests (E1, 82% of policies)
and contact information (E3, 90% of policies). For the other
clauses on exercising rights (notably including those about
opt-out signals), only a minority of domains’ privacy poli-
cies provide information. (E6, on opting into data disclosure
for those under 16 years of age, is particularly low, but only
applies to businesses that collect data from this population.)

Cl.  Total 1K 10K 100K EU Us

Pl 97% | 98% | 96% 97% | 94% | 99%
P2 91% | 98% | 92% 89% | 85% | 94%
P3 94% | 97% | 93% 9% | 91% | 96%
P4 B% | 9% | 97% 9B% | 98% | 99%
P5 95% | 99% | 95% 9% | 92% | 96%
P6 94% | 96% | 93% 93% | 96% | 95%
P7 74% | 85% | 15% 68% | 90% | 82%

R1 79% | 87% | 79% 75% | 94% | 88%
R2 55% | 70% | 56% 48% | 83% | 61%
R3 80% | 87% | 80% 76% | 93% | 89%
R4 8% | 80% | 78% 74% | 93% | 87%
RS 76% | 82% | T1% 71% | 66% | 88%
R6 48% | 46% | 47% 45% | 84% | 52%
R7 57% | 65% | 57% 49% | 76% | 70%
R8 57% | 69% | 59% 49% | 87% | 60%
RO 56% | 69% | 59% 49% | 78% | 56%
R10 34% | 44% | 34% 26% | 11% | 61%

El 82% | 88% | 82% 8% | 90% | 91%
E2 22% | 33% | 23% 16% | 10% | 37%
E3 90% | 93% | 89% 86% | 96% | 97%
E4 49% | 61% | 51% 39% | 41% | 70%
E5 30% | 40% | 29% 22% | 10% | 57%
E6 3% 4% 3% 3% 2% 3%
E7 31% | 30% | 31% 26% | 13% | 54%
E8 13% | 13% | 12% 10% 5% | 30%

D1 7 0 4 0 0 4
D2 1 0 1 0 0 0
D3 22% | 33% | 23% 15% 9% | 44%
D4 19% | 17% | 17% 13% 9% | 45%
D5 70% | 79% | 69% 63% | 70% | 88%
D6 7% | 27% | 10% 4% 1% 8%
D7 94% | 98% | 94% 93% | 95% | 95%
D8 35% | 49% | 38% 28% | 49% | 43%
D9 30% | 37% | 31% 25% | 44% | 36%

Table 7: Percentage of clause coverage across different do-
main groups.

Specific Disclosures. We detect limited coverage of specific
disclosure clauses, except for the last updated date (D5, 70%)
and D7 (third-country PI transfer, 94%). D7 likely exhibits
widespread adoption as it is similar to personal information
practices, which privacy policies discuss more extensively
(although we classify as a Disclosure clause given it entails a
specific scenario).

Ranking Differences. We find a clear trend that higher-
ranked domains cover more clauses in their privacy policies,
for all clauses. We expect that higher-ranked domains are
more likely to fall under applicable privacy laws, requiring
them to provide more information in their privacy policies. In
many cases, they also are more likely to handle user data (and
thus have more privacy practices to disclose). D6 (metrics
reports on consumer privacy requests) illustrates this as it only
applies to businesses collecting large amounts of user data,
and exhibits a 17% coverage gap between the top 1K and top
10K, and a 23% gap with the top 100K.

Regional Differences. Clause coverage can differ notably



No. | Personal Information | P1 | P2
1 Identifier 96% | 90%
2 Contact 92% | 83%
3 Cookies and Tracking Elements | 89% | 78%
4 IP Address and Device IDs 87% | 12%
5 User Online Activities 87% | 78%
6 Computer Information 81% | 58%
7 User Profile T70% | 45%
8 Demographic 63% | 45%
9 Geolocation 63% | 47%
10 | Financial/Commercial 61% | 52%
11 Inferred Data 43% | 24%
12 | Survey Data 32% | 15%
13 Social Media Data 31% | 35%
14 | Other Sensitive Information 27% | 17%
15 | Health 20% | 13%
16 | Sensor 17% | 13%
17 Biometric 16% | 10%

Table 8: Among domains collecting or sharing personal infor-
mation, we list the percent that collect (P1) or share (P2) each
personal information type (sorted by P1).

between top US and EU domains, demonstrating the influence
of regional regulations despite the inter-connected nature of
the web. For example, R10 (right to non-discrimination) is
CCPA-specific and is in the policies of only 11% of top EU do-
mains compared to 61% of top US domains. Overall, top US
domains align closer with CCPA-specific requirements (and
other US states to a lesser extent), whereas top EU domains
align closer to GDPR-exclusive clauses.

7.3 Personal Information Practices

Here, we analyze the personal information practices identified
by our inspection tasks, specifically the PI types collected and
shared (P1, P2), collection and sharing purposes (P4, P5), and
third-party recipients of PI (P6).

Categories of Personal Information. Among domains dis-
closing the collection (P1) or sharing (P2) of PI, Table 8
lists the percent of domains collecting or sharing (including
selling/disclosing) each PI category. We observe broad and
diverse collection and sharing of consumer PI, particularly
consumer contacts, cookies/trackers, IP addresses, user on-
line activity, and computer information (e.g., OS version).
For nearly all PI classes, the majority of domains that collect
such PI also share it, highlighting the privacy consequences
of even first-party data collection. Interestingly, the top cate-
gory described for both collection and sharing is “identifier”,
which is an expansive and generically defined category (see
Section 4.2). Thus, users are often unlikely to understand con-
cretely the personal identifiers collected and shared. We also
note that a majority of domains collect geolocation (of which
75% also share), emphasizing the importance of location pri-

No. | Business/Commercial Purposes | P4 | P5

1 Performing Services 97% | 89%
2 Service Operation and Security 96% | 77%
3 Analytics/Research 89% | 76%
4 Advertising/Marketing 85% | 82%
5 Legal Requirement 83% | 82%
6 Personalization/Customization 7% | 47%
7 Merger/Acquisition 27% | 56%

Table 9: Among domains collecting or sharing personal infor-
mation, we list the percent that discuss a purpose for collecting
(P4) or sharing (PS5), for each class of purposes (sorted by P4).

vacy. Furthermore, our analysis includes new categories of
PI compared to prior work [67], including biometric, sensor,
other sensitive data, and inferred data, which are collected by
16-43% of the domains (and shared by 10-24%).

Business/Commercial Purposes. Table 9 lists the percent of
domain privacy policies that discuss different business/com-
mercial purposes for collecting (P4) and sharing/selling/dis-
closing (P5) consumer PI. For both collection and sharing,
nearly all purposes are described by the vast majority (over
75%) of domain privacy policies, except for merger/acquisi-
tion purposes, and personalization/customization specifically
for PI sharing. This observation signals that consumer PI is
broadly used for multiple diverse purposes. We also see that
over 95% of domains collecting for advertising/marketing pur-
poses are also sharing for the same purpose, demonstrating
the extensive influence of third-party advertising. Similarly,
over 80% of domains collecting for security are also sharing
for this reason, suggesting widespread use of third-party secu-
rity solutions. Finally, nearly all domains that collect for legal
requirements also share likewise, indicating that the legal re-
quirements themselves entail data sharing with government
or legal authorities.

Third-Party PI Recipients. Here, we analyze popular third-
party PI recipients (P6). As discussed in Section 4.2, our LLM
method distinguishes between named and categorized entities.
We manually merged identified named entities (e.g., “Google”
and “Google LLC.”) and categories (such as “payment pro-
cessors” and “payment service providers”), and list the top
10 for each in Table 10. Note that these percentages represent
lower bounds on how many domains engage with a particular
entity, as a named entity in one domain’s policy may be a
categorized entity in another (and vice versa).

Among named entities, Google services are particularly
dominant, accounting for 5 of the top 10 third-party PI recipi-
ents. In total, 38% of domains discuss one of the Google ser-
vices as a PI recipient. Other social media platforms, such as
Facebook, Twitter, and LinkedIn, are also commonly named
entities, as well as advertising networks (NAI, DAA). The
distribution of third-party categories aligns with that of named
entities, reinforcing the observation of extensive third-party



No. | Named % | Categorized %
1 Google 26% | Advertising 49%
2 Facebook 17% | Affiliates 33%
3 G-Analytics  16% | Government 29%
4 Twitter 8% | Analytics/Measurement 23%
5 | Youtube 4% | LEAs? 19%
6 Google Ads 4% | Marketing 16%
7 LinkedIn 3% | Social Networks 16%
8 NATI! 3% | Payment Processors 14%
9 | DAA? 3% | Vendor 13%
10 | DoubleClick 2% | Contractors 9%

I NAIL: Network Advertising Initiative
2 DAA: Digital Advertising Alliance
3 LEAs: Law Enforcement / Authorities

Table 10: The top 10 named and categorized third-party PI
recipients, ranked by the percent of domain privacy policies
disclosing the recipient entities.
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Figure 2: CDF of privacy policy last update dates across dif-
ferent domain groups, with the x-axis truncated from 08/2017
to 08/2024 (the time of our privacy policy collection).

advertising/marketing. Similar to PI collection and sharing
purposes, we find a notable portion of domains sharing data
with government (29%) and law enforcement (19%).

7.4 Case Studies

From our coverage tasks, our LLM extracted policy text rel-
evant to each clause, affording deeper analysis. Here, we
conduct several case studies of our collected data, provid-
ing broader insights into privacy policies and illustrating the
value of an LLM-based privacy policy analysis framework.

7.4.1 Last Updated Dates

We identified 3,414 domains (70%) that provide a last updated
date in their privacy policies, aligning with the CCPA require-
ment (D5). Here, we further prompt our LLM to extract and
parse the last updated date in a standard format. Figure 2 plots
the distribution of these dates for different domain groups.

We find that most domains (>80%) have updated their pri-
vacy policies since the enactment of GDPR and CCPA, re-
flecting an overall trend of recent updates to privacy policies.
More popular domains tend to have more recently updated
policies, and likewise, the top US companies are more re-
cently revised compared to the top EU ones. We do see that a
non-trivial minority of domains have not updated their policy
within one year of our data collection, though, with the most
extreme example being dated to 2002 (Wabash National®). In-
terestingly, we also found sites with invalid update dates, such
as “31.02.2022°”. While some privacy laws (e.g., Florida’s)
require frequent updates (e.g., annually), we note that such
frequency may challenge consumers when tracking changes
and monitoring privacy practices.

7.4.2 Types of Contacts

While most privacy laws require an organization’s contact
(E3), Connecticut and Oregon’s privacy laws specifically re-
quire an online contact (e.g., email address, online form), pre-
sumably for ease of access. We observe contact information
provided by over 90% (4,390) of our domains’ privacy poli-
cies. We then further prompt our LLM to classify the contact
details extracted as online versus offline contact methods.
Among domains with contacts, 98% offer online methods,
with 82% supporting an email address. We also find 37%
providing a phone number, although this is not a strictly online
contact. Overall, 63% offer both online and offline contacts
(e.g., physical address), while only 90 domains (2%) provide
offline options exclusively'’. Thus, most domains already
support online contacts (possibly guided by privacy laws).

7.4.3 Frictionless Opt-Out Signals

California’s CCPA requires that if a business handles friction-
less opt-out preference signals, the privacy policy explains
how consumers can implement those signals (E8). We ob-
served only 13% (639) domains with this clause, so such
frictionless opt-out signals are not widely discussed.

Using the policy text for the E8 clause extracted by our
LLM, we next use keyword matching to explore how these
domains currently support frictionless opt-out. We found that
the vast majority of these domains (506, or 79%) mentioned
Global Privacy Control, or GPC [3], as a frictionless opt-
out signal. GPC is a recent effort to create a standardized
opt-out signal for online privacy, and is available on some
browsers (e.g., Firefox, Brave), or via a browser extension.
Regionally, we observe significantly more top US domains
(191) respecting GPC, compared to only 10 top EU domains,

8nttps://web.archive.org/web/20250114183052/https:
/ /www.onewabash.com/about-us/privacy-policy

Shttps://web.archive.org/web/20241229102121/https:
//www.sinsay.com/sq/en/privacy-policy

Onttps://web.archive.org/web/20250110115302/https:
//www.eqt.com/privacy-policy
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Figure 3: Box plots of the number of consumer privacy re-
quests received by a domain for each right in the past calendar
year (whiskers represent the 5th and 95th percentiles).

reflecting the CCPA-specific nature of this clause. Beyond
GPC, we observe alternative signals such as Do Not Track
(DNT) or HTTP headers, which are not mandatory.

7.4.4 Metrics Report on Consumers’ Privacy Requests

We observe that the privacy policies of 359 domains pro-
vided the metrics report about consumer privacy requests
(D6), which details the number of different types of privacy
requests received during the past calendar year and the average
response time for those requests. For 68 domains, the report
was directly embedded in the policy document (whereas oth-
ers were linked to an external page). We manually analyzed
these reports and plotted the distribution of report metrics in
Figure 3.

We find that domains generally receive a limited number
of requests per year, with the median ranging from 42 (right
to know) to 266 (right to delete) requests. Opt-out requests
are the exception, with a significantly higher median of 2,511
requests. We do observe domains receiving large numbers
of requests in a year, though; Spotify and T-Mobile received
78M and 22M opt-out requests, respectively (though, we note
these companies also have massive consumer bases).

For request response times, we find that domains largely
prioritize opt-out requests, which have a median response
time of 1 day, compared to 3.5 days for correction requests
and over 10 days for other requests. Furthermore, CCPA man-
dates a maximum response time of 90 days for consumer
requests, and we observed no violations in those metric re-
ports (although only the average response time is reported).

8 Concluding Discussion

In this work, we developed an LLM-based automated ap-
proach for comprehensively evaluating web privacy policies,
grounded in our systematization of privacy clauses in 10 mod-
ern privacy laws. We then applied our LLM method to inves-

tigate the privacy practices disclosed in real-world privacy
policies at scale. Here, we synthesize lessons, recommen-
dations, and future directions from our study for different
stakeholders in the web privacy space.

Websites/Businesses. Overall, we observed that privacy poli-
cies are becoming longer and increasingly difficult for con-
sumers to understand (Section 7.1) (echoing prior work [24,
48]). Modern privacy policies also include diverse content un-
der various laws (Section 7.2), particularly in higher-ranking
and US domains. Meanwhile, we find that privacy policies
continue shifting with recent updates (Section 7.4.1). Regu-
larly tracking these updates to privacy policies further chal-
lenges consumers. Thus, we recommend that websites explore
ways to simplify their privacy policies, surface privacy prac-
tices to users in a digestible fashion (while maintaining a full
privacy policy document), and notify consumers with clear,
concise lists of changes when policy updates occur.

In Section 7.2, we also found that privacy policies are less
likely to provide information on consumer privacy rights and
methods for exercising them, compared to personal infor-
mation practices. We recommend that the website provide
broader visibility into and support of consumer privacy rights.
Related, we found limited discussed support of frictionless
opt-out signals in Section 7.4.3. Domains could more broadly
implement processing of such signals, including GPC [3].

Consumers. We observed that privacy policies disclose ex-
tensive user data collection and sharing (Section 7.2) and that
data sharing exhibits concentration among common third-
party entities (Section 7.3). Thus, consumers can actively
engage with the policies of both websites they use, as well
as the third-party entities receiving personal information, to
better understand and control their data, especially as many do
describe consumer privacy rights and methods for exercising
those rights. Overall though, we have observed limited use of
these rights, given the low numbers of privacy requests that
organizations have reported receiving (Section 7.4.4). Thus,
user education could prove impactful in raising awareness
about actionable privacy rights.

Regulators. We validate in this work that privacy laws have
indeed impacted privacy policies and privacy practices. In
certain cases (although more limited generally), we have seen
millions of users exercising their privacy rights to opt out
of the sale and sharing of their personal information (Sec-
tion 7.4.4). We have also seen that the majority of policies
have been updated since landmark regulations (Section 7.4.1).
Furthermore, we observed regional differences in privacy
practices disclosed, largely aligning with the local regula-
tions (Section 7.2). Thus, we are optimistic that future de-
velopments in the privacy regulation space can strengthen
consumer privacy protections.

We did observe some challenges with existing privacy laws,
though, where certain definitions are overly broad or generic.
For example, in Section 7.2, we found that the “identifier” per-



sonal information category is the most commonly discussed
in privacy policies as collected and/or shared. Yet, its defi-
nition (in CCPA) is expansive, leaving users (and possibly
websites) uncertain about what types of data are concretely
considered. Therefore, regulators should prioritize narrowly-
scoped category definitions for greater clarity.

Researchers and Future Work. Our findings demonstrate
the need to consider different privacy laws when analyzing
privacy policies, as laws vary in the types of privacy practices
considered (Section 3). In Section 7.2, we saw that clauses
specific to certain laws (particularly GDPR and CCPA) do ex-
hibit high adoption, particularly regionally. Even for clauses
exclusive to relatively new laws (e.g., D1 and D2, in Texas and
Florida’s privacy laws), we observe some domains already in-
cluding these clauses in their policies. Therefore, comprehen-
sively understanding a website or business’s privacy practices
requires accounting for multiple regulations.

Meanwhile, in our inspection tasks, we needed to refine the
definitions of personal information practices beyond those of
prior work [67]. Section 7.3 found that 16%—43% of domains
collect the new types of personal information that we incorpo-
rated. Future research can explore new personal information
produced by emerging technologies, such as IoT devices (and
other cyber-physical systems) and augmented/virtual reality.

We showed that LLMs enable more comprehensive, accu-
rate, and flexible analysis of privacy policies, not only for
assessing clause coverage but also by examining the LLM
text extracted for clauses (as seen in the case studies of
Section 7.4). LLMs have text analysis capabilities beyond
English, and future work can explore non-Western privacy
laws as well as develop pipelines for multilingual privacy
policy analysis. There are human-annotated privacy policy
corpora in non-English languages, such as German [13] and
Chinese [66, 73], and future research may evaluate LLM per-
formance using these existing corpora or create new ones
for more languages. Finally, future work can also build upon
our dataset and analysis pipeline to more deeply explore web
privacy practices, such as analyzing contradictions/inconsis-
tencies in practices, and comparing practices with websites’
actual data collection behaviors.

9 Ethics Considerations

Our study’s primary ethical consideration pertains to our web
crawling of website privacy policies. To ensure that our crawl-
ing has minimal impact on websites, we rate-limited our crawl
of sites, such that we do not crawl a site faster than one page
every 30 seconds (in most cases, much slower). Such a rate
should not burden even small websites (and our study popula-
tion consists of top websites). Note that the data we collect
from sites is public information (i.e., privacy policies). As
part of the study, we do not assert that any of the privacy poli-
cies violate the proposed clauses under different privacy laws.

Hence, the end users are not impacted by our study. We do not
believe there are ethical considerations with our subsequent
analysis of this data.

10 Open Science

We provide open access to our full study’s dataset collection
and analysis methods at https://github.com/BEESLab/LLM-
PP2025'", including the privacy policy web crawler, the col-
lected dataset of privacy policies, the LLM-based assessment
framework, and the produced LLM-based policy annotations
for both the coverage and inspection tasks (the LLM-PP2025
dataset).
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A Label Mapping for the OPP-115 Dataset

In the OPP-115 dataset, each data practice in a privacy pol-
icy segment is categorized into one of ten main categories,
with further category-specific attributes. The ten main cate-
gories are: 1) First-Party Collection/Use, 2) Third-Party Shar-
ing/Collection, 3) User Choice/Control, 4) User Access, Edit
and Deletion, 5) Data Retention, 6) Data Security, 7) Pol-
icy Change, 8) Do Not Track, 9) International and Specific
Audiences, and 10) Other.

We define a direct match between OPP-115 and our privacy
policy clauses as a case where an OPP-115 main category
sufficiently contains the information required by one of our
privacy policy clauses. Since OPP-115 was annotated before
the enactment of GDPR and US state privacy laws, only the
Data Retention category aligns directly with clause P7. More
specifically, a policy segment labeled Data Retention indicates
that it contains a privacy practice specifying the retention
period for collected user information, which is required by
clause P7.

In addition to direct matches, some OPP-115 main cate-
gories are related to certain clauses but do not necessarily
contain the required information. For example, a policy seg-
ment categorized under the main category First-Party Use/-
Collection does not necessarily include information about the
Categories of PI Collected, i.e., clause P1. Thus, we apply
category-specific attributes as additional filters for indirect
matches. We use the category-specific attribute Personal In-
formation Type to match clauses P1 and P2, which represent
the category of information collected by a business. OPP-
115 classifies personal information into 14 distinct categories,
along with two additional categories: Other and Unspecified.
Policy segments labeled as First-Party Collection/Use where
the attribute Personal Information Type is specified (i.e., not
Unspecified) are used as positive samples for clause P1, and
similarly, segments labeled as Third-Party Sharing/Collection
are used for clause P2.

For the category of data purposes, we use the category-
specific attribute Purpose, which OPP-115 classifies into 9
categories, along with Other and Unspecified. Similarly, seg-
ments labeled as the two main categories mentioned above
(First-Party and Third-Party), where the Purpose attribute is
specified, are used as positive samples for clauses P4 and
P5. Finally, for third-party recipients, we use the segments
labeled as Third-Party Sharing/Collection where the attribute
Third-Party Entity is specified as positive samples. We also
use these category-specific attributes in our evaluation of the
inspection tasks, as discussed in Section 4.2.



B Prompt Templates

Figure 4 presents the prompt template for the coverage task,
using clause P4 as the example. We set the system prompt
as an initial instruction to provide background information
on the tasks, which remains the same for both coverage and
inspection tasks. The template also illustrates how we test
one-shot and CoT prompting. For CoT prompting, we use
the sentence: “Let’s work this out step by step to ensure we
have the right answer”, to enable step-by-step inference by
the LLM, similar to the prompt used in [43].

All prompts for the inspection tasks, as well as the coverage
tasks for each clause, are available in our GitHub repository.

You are a knowledgeable, helpful, and honest assistant. You have deep
expertise in current privacy regulations, including the General Data Protection
Regulation (GDPR), the California Consumer Privacy Act (CCPA), and other
U.S. state privacy laws. You have strong skills in analyzing and explaining
online privacy policies provided by businesses on their websites, ensuring
clarity and accuracy in interpreting compliance requirements. System

Task Description and Instructions: \nl will provide a segment of a
business's privacy policy from their website in Markdown format. Your task is
to review the segment carefully to determine whether the segment includes
the information about the purposes for the business to collect or use
consumers' personal information. [Here is an example text: “..."] 1-shot

Focus: \nAnalyze exclusively for purpose information related to first-party
collection/use of data. Ignore any purpose information related solely to third-
party data sharing, disclosure, or selling.
CoT
Response Format: \n[Let’s work this out in a step by step way to be sure we
have the right answer. Finally,] Respond using the following JSON format:
[ <presence_flag>, <extracted_texts> ].
- <presence_flag>: Set to '1" if the segment includes the purpose
information for first-party data collection/use, or '0' if it does not.
- <extracted_texts>: A list containing the exact text of each purpose
information for first-party data collection/use identified in the segment. If
none is present, return 'None’.

The following text enclosed in double quotes is a segment of the privacy
policy presented in Markdown format: \n“[Policy Segment]” User

Figure 4: Prompt template for the coverage task (using clause
P4 as the example).

C Zero-shot and CoT

Few-shot learning and Chain-of-Thought (CoT) [40, 65]
prompting techniques have been employed to enhance LLM
inference. Here, we also compare the performance of cover-
age tasks using one-shot and CoT prompting. Table 11 lists
the performance (F1-score) on coverage tasks for each clause
using one-shot learning and CoT.

We find that CoT typically reduces task performance, pri-
marily due to overfitting—where the model becomes overly
specific to the clause while compromising the broader appli-
cability of the task description. One-shot learning brings little
to no improvement, indicating that the instructions used in
our zero-shot prompts are sufficient for most cases.

CL ‘ Dataset 1-shot CoT

P1 OPP-115 0.85 0.83
P2 OPP-115 0.90 0.89
P3 Ours 0.87 0.83
P4 OPP-115 0.91 0.92
P5 OPP-115 0.93 0.93
P6 OPP-115 0.93 0.91
P7 OPP-115/PPGDPR | 0.97/0.96 0.96/0.94
R1 PPGDPR/C3PA 0.91/0.96  0.90/0.94
R2 PPGDPR 0.94 0.96
R3 C3PA 0.97 0.97
R4 C3PA 0.98 0.98
R5 C3PA 0.93 0.92
R6 PPGDPR 0.86 0.91
R7 PPGDPR/C3PA 0.93/0.95 0.91/0.92
R8 PPGDPR 0.97 0.97
R9 Ours 0.91 0.90
R10 | C3PA 0.99 0.99
El C3PA 0.93 0.93
E2 Ours 0.95 0.95
E3 PPGDPR 0.86 0.85
E4 Ours 0.98 0.98
E5 Ours 1.00 1.00
E6 Ours 0.96 0.94
E7 Ours 0.88 0.84
E8 Ours 0.99 0.99
D1 Ours 1.00 1.00
D2 Ours 1.00 1.00
D3 Ours 0.94 0.92
D4 Ours 0.98 0.98
D5 C3PA 0.99 0.99
D6 Ours 1.00 1.00
D7 Ours 1.00 1.00
D8 Ours 0.94 0.91
D9 Ours 0.92 0.90

Table 11: Fl-scores from evaluating our method’s perfor-
mance across coverage tasks, using one-shot and CoT.
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