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From Wikipedia, the free encyclopedia

Chromostereopsis is a visual illusion whereby the impression of depth is conveyed in two-
dimensional color images, usually of red—blue or red—green colors, but can also be
perceived with red—grey or blue—grey images.!'![?] Such illusions have been reported for

over a century and have generally been attributed to some form of chromatic aberration.[]
(4151061171

Chromatic aberration results from the differential refraction of light depending on its
wavelength, causing some light rays to converge before others in the eye (longitudinal
chromatic aberration or LCA) and/or to be located on non-corresponding locations of the

two eyes during binocular viewing (transverse chromatic aberration or TCA).

Chromostereopsis is usually observed using a target with red and blue bars and an
achromatic background. Positive chromostereopsis is exhibited when the red bars are
perceived in front of the blue and negative chromostereopsis is exhibited when the red bars
are perceived behind the blue.l?! Several models have been proposed to explain this effect
which is often attributed to longitudinal and/or transverse chromatic aberrations.[°]
However, some work attributes most of the stereoptic effect to transverse chromatic
aberrations in combination with cortical factors.!151l7]

It has been proposed that chromostereopsis could have evolutionary implications in the
development of eyespots in certain butterfly species.
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ConvNets: Typical Stage

One stage (zoom)

Conceptually similar to: SIFT, HoG, etc.
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ConvNets: Typical Architecture
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ConvNets: Typical Architecture

Whole system
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Conceptually similar to:

SIFT — K-Means — Pyramid Pooling — SVM
Lazebnik et al. “...Spatial Pyramid Matching...” CVPR 2006

SIFT — Fisher Vect. — Pooling - SVM
Sanchez et al. “Image classifcation with F.V.: Theory and practice” [JCV 2012
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Pooling Layer: Receptive Field Size

hn_l hn hn+1

If convolutional filters have size KxK and stride 1, and pooling layer
has pools of size PxP, then each unit in the pooling layer depends
upon a patch (at the input of the preceding conv. layer) of size:
(P+K-1)x(P+K-1)
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Outline

« Examples
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CONV NETS: EXAMPLES
- OCR / House number & Traffic sign classification
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Ciresan et al. “MCDNN for image classification” CVPR 2012
Wan et al. “Regularization of neural networks using dropconnect” ICML 2013 82
Jaderberg et al. “Synthetic data and ANN for natural scene text recognition” arXiv 2014



CONV NETS: EXAMPLES

- Texture classification

Sifre et al. “Rotation, scaling and deformation invariant scattering...” CVPR 2013
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CONV NETS: EXAMPLES

- Pedestrian detection

84
Sermanet et al. “Pedestrian detection with unsupervised multi-stage..” CVPR 2013



CONV NETS: EXAMPLES

- Scene Parsing

Farabet et al. “Learning hierarchical features for scene labeling” PAMI 2013 85
Pinheiro et al. “Recurrent CNN for scene parsing” arxiv 2013 Ranzatol 3



CONV NETS: EXAMPLES

- Segmentation 3D volumetric images

Ciresan et al. “DNN segment neuronal membranes...” NIPS 2012 86
Turaga et al. “Maximin learning of image segmentation” NIPS 2009 Ranzaton



CONV NETS: EXAMPLES

- Action recognition from videos

Taylor et al. “Convolutional learning of spatio-temporal features” ECCV 2010
Karpathy et al. “Large-scale video classification with CNNs” CVPR 2014

Simonyan et al. “Two-stream CNNSs for action recognition in videos” arXiv 2014



CONV NETS: EXAMPLES
- Denoising

original denoised

-

noised

89
Burger et al. “Can plain NNs compete with BM3D?” CVPR 2012 Ranzatol 3



Dataset: ImageNet 2012
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mammal — placental —— carmnivore —— canine —~ dog —— workingdog

® 5 (n) Eskoimo dog, husky (breed of heasy-coated Archic sled dog)
& diract hypermym | inherited Rypernym | sister ferm
 §: () working dog (anv of several braeds of usually large powerfil dogs bred to work as draft armals and muard and mide dogs)
o 5 (n) dog, domestic dog, Cans familiaris (3 member of the genns Cants (probably descended from the common wolf) that has been demesticated by man since prebistoric times; occurs in many
breeds) "the dog barked all night”
® 5 (n) canme, canid (any of various fissiped mammale with noneetractle claws and typically loag amzzles)
* S (o) cammivere (3 terrestrial o aquatic flash-eating mammal) "terrestrial carnivores have four or five clawed digits on each imb"
* 5 (n) placental, placental mammal, sutherian, eutherian mammal {mammals having a placenta; all mammals except monotremes and marsupials)
* 5 (n) mammal mammalian (any wam-blooded vertebrate having the skin more or less covered with hair; young are ben alive except for the small subclass of
monotrames. nd nowrshed with milk)
¢ §: () vertebrate, craniats {animals having & bony or cartilapinous skeleton with a sapmented spinal cobuma and a largs brain enclosed in a skull or cranmsm)
® 5:(n) dmdale (an) mimal o\fl.he phylumn Chesdata having a mm-chmd ot spinal cohmn}

. gxr,oo_rm_g(ahﬂg!hmgthathas(wcmdﬂdop}thcabﬂﬂ} mamuﬁmcmumdcpmdmﬂy}
® 5 () bving thing, ansmate thing (a Fng (or eace ving) entify)
® 5 () whole, unit (an assemblage of parts that is regarded as a single entity) "how big iz that part compared fo the
whole?"'s "the team is a wair”
* 5 {0 object, physical obiject (a tangible and vishle enfity, an entity that can cast a shadow) "it was fill of rackets,
balls and other objects"
» 5: (1) physical entify (an entity that has physical existence)
® 5:(n) entity (that which is percerved or known or inferred to have its own distinct 2xistence (Iving or
noalrving)

Deng et al. “Imagenet: a large scale hierarchical image database” CVPR 2009



ImageNet




Architecture for Classification
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Krizhevsky et al. “ImageNet Classification wlltlﬂpéléep CNNs” NIPS 2012
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Architecture for Classification

category
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The first convolutional layer filters the 224 x 224 x 3 input image with 96 kernels of size 11 x 11 x 3

with a stride of 4 pixels (this is the distance between the receptive field centers of neighboring
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Krizhevsky et al. “ImageNet Classification wlltlﬂpéleep CNNs” NIPS 2012 Ranzaton




Optimization

SGD with momentum:
= Learning rate = 0.01

« Momentum = 0.9

Improving generalization by:
= Weight sharing (convolution)
= [nput distortions

= Dropout = 0.5

» Weight decay = 0.0005
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Results: ILSVRC 2012

TASK 1 - CLASSIFICATION
35 w g g !

TASK2 - DETECTION

CNN  SIFT+FV  SVM1

SVM2 NCM

CNN

DPM-SVM1 DPM-SVYM2

Krizhevsky et al. “ImageNet Classification with deep CNNs” NIPS 2012
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Object Detectors Emerge in Deep Scene CNNs

Bolei Zhou, Aditya Khosla, Agata Lapedriza, Aude Oliva, Antonio Torralba

Massachusetts Institute of Technology



CNN for Object Recognition

Large-scale image classification result on ImageNet
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Figure from Olga Russakovsky ECCV'14 workshop



How Objects are Represented in CNN?
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DrawCNN: visualizing the units' connections



How ODbjects are Represented in CNN?

Deconvolution

Layer 5

Layer 2 O

Zeiler, M. et al. Visualizing and Understanding Convolutional Networks,ECCV 2014.

Strong activation image

Girshick, R., Donahue, J., Darrell, T., Malik, J.: Rich feature hierarchies for
accu-rate object detection and semantic segmentation. CVPR 2014

Back-propagation

bell pepper lemon husky

Simonyan, K. et al. Deep inside convolutional networks: Visualising image classification
models and saliency maps. ICLR workshop, 2014



Another CNN interpretation method: Simplifying
Scenes While Maintaining Classifier Decision

Figure 2: Each pair of images shows the original image (left) and a simplified image (nght) that gets
classified by the Places-CNN as the same scene category as the original image. From top to bottom,
the four rows show different scene categories: bedroom, auditorium, art gallery, and dining room.



Another recognition task: Scene Recognition

Given an image, predict which place we are in.




Learning to Recognize Scenes

Ibedroom

o

mountain

Possible internal representations:

- Objects (scene parts?)
- Scene attributes

- Object parts

- Textures




CNN for Scene Recognition
,vsg,-“ ¥
laces @ = ﬁv if; ¥ : =

THE SCENE RECOGNITION DATABASE

l:.

Places Database: 7 million images from 400 scene categories
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Places-CNN: AlexNet CNN on 2.5 million images from 205 scene categories.

Places 205 SUN 205
Places-CNN 50.0% 66.2%
ImageNet CNN feature+SVM  40.8% 49.6%

Zhou, et al. NIPS, 2014.



ImageNet CNN and Places CNN

II Same architecture: AlexNet

Places CNN for Scene Classification

- kitchen



Data-Driven Approach to Study CNN

Neuroscientists study brain stimulus presented

on TV screen

visual
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Estimating the Receptive Fields

discrepancy maps for top 10 images

..-...---- receptive field

sliding- WmeW stimuli calibrated discrepancy maps



Estimating the Receptive Fields

Estimated receptive fields Actual size of RF is much smaller than the theoretic size

pooll conv3 pool5

Segmentation using the RF of Units
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Annotating the Semantics of Units

Top ranked segmented images are cropped and sent to Amazon Turk for annotation.
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Task 3

Which calegory does your short description mostly belong lo?
Scene (kitchen, corridor, street, beach, ...)

Reglon or surface (road, grass, wall, floor, sky, ...
%b)ecl (bed, car, building, tree, ...
Object part (leg, head, wheel, roof, )

Texture or material (striped, rugged, wooden, plastic, ...)

Simple elements or colors (vertical line, curved line, color blue, ...)



Annotating the Semantics of Units

Pool5, unit 76; Label: ocean; Type: scene; Precision: 93%
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Annotating the Semantics of Units

Pool5, unit 13; Label: Lamps; Type: : 84%
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Annotating the Semantics of Units

Pool5, unit 77; Label:legs; Type: object part Precision: 96%
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Annotating the Semantics of Units

Pool5, unit 112; Label: pool table; Type: object; Precision: 70%

= ‘ ; @ | S |- |
M| a o ey
. A~ T el P g | Pt
o 1 S\ 8 - ‘3' Y '3
| y N A“‘r‘- .‘z -
s




Annotating the Semantics of Units

Pool5, unit 22; Label: dinner table; Type: scene; Precision: 60%
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Object detectors emerge within CNN trained to classify
scenes, without any object supervision!



Histogram of Emerged Objects in Pool5

ImageNet-CNN (59/256)
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Histogram of Emerged Objects in Pool5

i Places-CNN (151/256)
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Wrap up

There are many ways to visualize what a neural network
has learned

Networks learn smaller receptive fields than the
“theoretical” receptive field.

As you go deeper in the network, the hidden activations
correspond more to high-level semantic concepts

Object detectors emerge inside a CNN trained to
classify scenes, without any object supervision.
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