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Dimensionality Reduction

Simplest dimensionality reduction: drop a dimension

Credit: xkcd



Dimensionality Reduction

The Earth is pretty smooth

Credit: xkcd



Non-linear Dimensionality Reduction

Credit: xkcd



Dimensionality Reduction

ÅPCA, ICA, LLE, Isomap, 
Autoencoder

Å PCA is the most important technique to 
know. It takes advantage of correlations in 
data dimensions to produce the best possible 
lower dimensional representation based on 
linear projections (minimizes reconstruction 
error).

Å Be wary of trying to assign meaning to the 
discovered bases.



Training data

16 256x256 images

The ñEigenfacesò
Reconstruction of in-

domain and out-of-domain 

images



PCA as a data interpretation tool

An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale. Alexey Dosovitskiy, Lucas Beyer, Alexander 
Kolesnikov, Dirk Weissenborn, Xiaohua Zhai, Thomas Unterthiner, Mostafa Dehghani, Matthias Minderer, Georg Heigold, Sylvain 
Gelly, Jakob Uszkoreit, Neil Houlsby. ICLR 2021


