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Opportunities of Scale: Data-driven methods

– The Unreasonable Effectiveness of Data

– Scene Completion

– Image Geolocation



General Principal
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Hopefully,  If you have enough images, the dataset will contain very 
similar images that you can find with simple matching methods. 



https://www.youtube.com/c/GeoWizard/videos

https://www.geoguessr.com/

https://www.youtube.com/c/GeoWizard/videos
https://www.geoguessr.com/


im2gps (Hays & Efros, CVPR 2008)

6 million geo-tagged Flickr images

http://graphics.cs.cmu.edu/projects/im2gps/

http://graphics.cs.cmu.edu/projects/im2gps/im2gps.pdf
http://graphics.cs.cmu.edu/projects/im2gps/


Where is this photo?



Nearest Neighbors according to gist + bag of SIFT + color histogram + a few others





Where is this photo?



Nearest Neighbor Scenes





Test Set of 237 Touristy Photos



Effect of Dataset Size





Revisiting IM2GPS in the Deep Learning Era.

Nam Vo, Nathan Jacobs, James Hays. ICCV 2017
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Geolocation Overview

• Bespoke Image Geolocation Approaches
– Im2gps (2008)

– PlaNet and im2gps revisited (2016 and 2017)

• Can Large Vision-Language Models geolocate images?
– CLIP (2021)

– GeoGuessr

– Pigeon (2023)

• Can Large Generative Vision-Language Models geolocate 
images?



Are “Foundation” Models Good at Geolocation?

OpenAI’s CLIP (2021) is strong using only 1 million reference images













https://www.plonkit.net/russia

https://www.plonkit.net/russia




















https://www.youtube.com/watch?v=ts5lPDV--cU

https://www.youtube.com/watch?v=ts5lPDV--cU
https://www.youtube.com/watch?v=ts5lPDV--cU
https://www.youtube.com/watch?v=ts5lPDV--cU


Let’s try some GeoGuessr ourselves



https://youtu.be/9Wbau6wdKzI?si=Fa0r_OLiwjlF75QG&t=3011

https://youtu.be/9Wbau6wdKzI?si=Fa0r_OLiwjlF75QG&t=3011


Outline

• Bespoke Image Geolocation Approaches
– Im2gps (2008)

– PlaNet and im2gps revisited (2016 and 2017)

• Can Large Vision-Language Models geolocate images?
– CLIP (2021)

– GeoGuessr

– Pigeon (2023)

• Can Large Generative Vision-Language Models geolocate 
images?



GPT-4V System Card

https://openai.com/index/gpt-4v-system-card/



“Least to Most” prompting of GPT-4V

Please provide your speculative guess for the location of the 
image at the country, city, neighborhood, and exact location 
levels. You must provide reasoning for why you have selected the 
value for each geographical level...

Work by Ethan Mendes, Yang Chen, James Hays, Sauvik Das, Wei Xu, and Alan Ritter



Concern: GPT could have memorized the testing data
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Revisiting our Big Idea

• Do we need computer vision systems to have strong AI-like 
reasoning about our world? 

– For some tasks, yes. For most tasks, probably not.

• What if invariance / generalization isn’t actually the core 
difficulty of computer vision?

– Generalization is still a fundamental, hard task.

• What if we can perform high level reasoning with brute-force, 
data-driven algorithms?

– Combinatorics tells us we can’t naively brute force our way very far.



Summary

• With billions of images on the web, it’s often possible to find a close nearest 
neighbor

• In such cases, we can shortcut hard problems by “looking up” the answer, stealing 
the labels from our nearest neighbor. For example, simple (or learned) associations 
can be used to synthesize background regions, colorize, or recognize objects

• But we can’t really “brute force” computer vision. Still, it’s nice to get an intuition for 
the size of “image space”.
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