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Abstract

Behaviour coordination is a notorious problem in
mobile robotics. Behaviours are either in competi-
tion or collaborating to achieve the goals of a system,
which leads to requirements for arbitration and/or
fusion of control signals. In most systems the arbi-
tration is speci�ed in terms of \events" that denote
positions or sensory input. The detection of these
events allows discrete switching between groups of be-
haviours. In contrast, the fusion of behaviours is of-
ten achieved using potential �elds, fuzzy rules, or su-
perposition. In most cases, the underlying theoretical
foundation is rather weak and the behaviour switch-
ing results in discrete changes in the overall system
dynamics. In this paper, we present a scheme for be-
haviour coordination that is grounded in the dynam-
ical systems approach. The methodology provides a
solid theoretical basis for analysis and design of a be-
haviour coordination framework. This framework is
demonstrated in the context of a domestic robot for
fetch-and-carry type tasks. It is here shown that be-
haviour coordination can be analyzed as an integral
part of the design to facilitate smooth transition and
fusion between behaviours.

1 Introduction

Most recent mobile robotics systems exploit a hy-
brid deliberative system architecture (see [2] for an
overview). The deliberative part of such a system
is responsible for generating a list of tasks to be ac-
complished in order to achieve goals. The actual ex-
ecution of tasks is monitored by a supervisor, while
the tasks themselves are implemented as a compo-
sition of behaviours that provide control output on
the basis of sensory input. The task switching and
behaviour coordination involves, typically, a combi-
nation of arbitration and fusion across behaviours.
There are many di�erent approaches to the coordi-
nation as outlined in [2]. The arbitration schemes are
often based on the use of discrete logic that can be
described as discrete event systems [5]. Popular arbi-
tration schemes include the subsumption system by

Brooks [3], and the task language used in the TCA
system [15]. In contrast to behaviour arbitration,
which typically signi�es a task switch, behaviour fu-
sion is used for integration of output from multiple
behaviours into a single control signal for the plat-
form. By far the most popular method has been
the use of potential �elds [6]. In addition, methods
such as voting [11] and fuzzy rules [12] have been
exploited. A notorious problem in many of these
systems is the lack of a solid theoretical foundation
for weight selection of di�erent behaviours for inte-
gration. Especially for task switches, the existing
solutions are rather ad hoc.

An alternative to these methods is the dynamical sys-
tems approach introduced by Sch�oner and Dose [13].
Here a non-linear dynamics approach is adopted to
capture both continuous and discrete integration of
behaviours into a uni�ed theoretical framework. The
approach has so far only been used in relatively sim-
ple settings and with a small number of behaviours.
This paper outlines how the methodology can be
used to implement larger-scale, real-world systems
and how adoption of such a framework provides the
basis for theoretical design of the behaviour coordi-
nation system.

Initially, the dynamical systems approach is intro-
duced (section 2). Another bene�t of this approach
is that it can be designed to provide robust control
solutions in the presence of noise through adaptation
of qualitative representations. As such a representa-
tion for a navigation task we used a topological map.
This map is introduced in section 4. The combina-
tion of the dynamical systems approach and qualita-
tive maps allows construction of robot systems which
have smooth control in the presence of behaviour co-
ordination/task switching while still encompassing
facilities for operation in realistic large-scale envi-
ronments. The overall system design is presented in
section 3, while example results are presented in sec-
tion 5. Finally, a summary and avenues for future
research are outlined in section 6.



2 Dynamical Systems Approach

The conceptual framework of this approach is based
on the theory of nonlinear dynamical systems [10]. In
the following, we only provide a brief outline of this
framework and refer the interested reader to [14] for
a more detailed description.

A behaviour b emerges from the time evolution of the
behavioural variables described by the vector ~x. In
a navigation task for example the robot heading and
velocity constitute the set of behavioural variables.
In the dynamical system described by

_~x = ~fb(~x) (1)

the function ~fb can be interpreted as a force acting on
the behavioural variables. This force is designed such
that the desired values of ~x (e.g. direction of a target)
form an attractor and undesired values (e.g. direction
of an obstacle) form a repellor in the dynamics of the

behavioural variables. The function ~fb depends on
the relative pose between the robot and its environ-
ment. However, the dynamics of ~x takes place on a
much faster time scale than the gradual changes that
emerge in ~fb as a result of the robot's motion. This
property assures that the dynamic variables remain
close to the attractor state at all times. Multiple be-
haviours are aggregated by weighted addition of the
individual contributions ~fb:

_~x =
X
b

jwbj~fb(~x) + noise (2)

The weights wb 2 [�1; 1] de�ne the strength of each
behaviour and are computed based on the perceived
context of operation. The noise has a small ampli-
tude and merely ensures that the dynamics escapes
unstable �x-points (repellors). Coordination among
behaviours is modelled by means of an additional
competitive dynamics that controls the weights wb,
which evolve in the following fashion:

�b _wb = �b(wb � w3

b )�
X
b0 6=b

b0;bw
2

b0wb + noise (3)

The �rst term constitutes a pitchfork bifurcation,
i.e. the dynamics possesses stable �x-points at

wb =

(
�1 if �b > 0

0 if �b < 0
(4)

The factors �b 2 [�1; 1] are called competitive ad-
vantages. They determine the degree to which a be-
haviour is appropriate and desirable in the present
context. The second term in equation 3 captures the
competitive dynamics in that an active behaviour b0

of higher priority suppresses the activation of an-
other conicting behaviour b. Hence, the factors

b0;b 2 [0; 1] are called competitive interactions. For
jwb0 j � 1 and b0;b > �b, the point wb = 0 becomes
the new stable �x-point of behaviour b, despite a
positive competitive advantage �b > 0. A detailed
analysis of how the stability of �x-points varies across
di�erent values of competitive advantages and inter-
actions is given in [8]. The time constant �b deter-
mines the rate at which the behaviours are switched
on and o�. Similar to the behavioural dynamics, the
noise term helps the system to escape unstable �x-
points in terms of behaviour coordination.

3 System Design

We have chosen the robot heading � as the be-
havioural variable of the dynamical system, as it of-
fers the advantage that the behaviours can be nat-
urally expressed in this variable. Furthermore, the
commanded turn rate _� can be directly applied as a
control action to the robot (section 4). The trans-
lational velocity is regulated by an external control
loop, which reduces the robot speed based on two val-
ues: 1) the proximity of nearby obstacles, for safety
reasons 2) a high turn rate _�, to ensure that the
robot's heading remains close to an attractor state
at all times (see section 2). In the remainder of this
section, all values denoting distances are expressed
as a multiple of the robot radius. This keeps the
formulas simpler and the constants dimensionless.

3.1 Design of the Individual Behaviours

To provide the functionality of fetch-and-carry in a
domestic setting the following behaviours were de-
signed: go to, obstacle avoidance, corridor
following, wall avoidance, and door passing.

The behaviour go to is expected to align the robot's
heading with the direction  goal of a goal point in a
room (e.g. charging station or a spot in front of a
door to be passed). Hence the behavioural dynamics
possesses an attractor at  goal. To guarantee the
continuity of the dynamics over the entire range of
heading direction, the function fgoto is designed with
a periodicity of 2�. The simplest form that meets
these criteria is given by (Figure 1):

_� = fgoto(�) = ��goto sin(��  goal) (5)

The strength of the attractor is de�ned by �goto.

To circumnavigate obstacles, the behaviour obsta-
cle avoidance has been de�ned. Furthermore, the
combination of corridor following and wall

avoidance leads the robot safely along a corridor.
The design of these behaviours is motivated and dis-
cussed in our previous work [1]. For the sake of com-
pleteness their mathematical forms, fobst, fcorr and
fwall, are stated below.
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Figure 1: The dynamics of go to. At the direction
 goal, in which the goal point lies, an attractor is
generated.

fobst(�) = �obst
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(6)
The sum goes over the set of all obstacles fig, where
 i is the direction and di the distance to the obstacle.

fcorr(�) = ��corr sin(� �  corr) (7)

 corr denotes the direction along which the corridor
has to be traversed.

fwall(�) = �wall

2X
l=1

�
sin(��  wl) � e

�cwalldwl
�

(8)

The distances and angles to the two corridor walls
are denoted by dwl and  wl . By choosing appropriate
values for the gains cobst and cwall, and the angular
range �i, the robot will only drive through passages
between obstacles and walls that are broader than
any desired safety width (shown analytically in [1]).

The behaviour door passing is supposed to lead
the robot through a door. This is in principle the
same as moving towards a goal in the direction of
the door. Therefore, the same functional form as for
go to (equation 5) has been chosen:

_� = fdoor(�) = ��door sin(��  door) (9)

 door denotes the direction of the detected door and
�door de�nes the strength of the attractor.

Since all fb(�) do not explicitly depend on time and
the temporal changes of its parameters (e.g.  goal)
happen on a much slower timescale than the dynam-
ics of �, it is straightforward to show stability for
each individual behaviour.

3.2 Design of the Behaviour Coordination

The overall dynamics of the system is obtained from
the weighted summation of individual behaviours
based on equation 2:

_� =
X
b

jwbjfb(�) + noise (10)

with b 2 fgoto; obst; corr; wall; doorg. For the co-
ordination of the behaviours the competitive advan-
tages �b, the competitive interactions b0;b, and the
time constants �b in equation 3 have to be chosen
appropriately.

The competitive advantages reect the relevance and
applicability of a behaviour in a particular context.
Obviously, go to should be activated whenever the
agent �nds itself in a room and is supposed to
approach a goal; otherwise, it is turned o�. For
�goto 2 (0; 1] the behaviour go to is switched on. To
have the possibility for any competitive interaction
b;goto 2 [0; 1] to be greater or smaller than �goto, a
value of 0.5 is chosen for the competitive advantage.
Hence:

�goto =

(
0:5 if in a room

�0:5 otherwise
(11)

Equivalently, corridor following and wall

avoidance are relevant if the robot is in a corridor.

�corr = �wall =

(
0:5 if in corridor

�0:5 otherwise
(12)

The competitive advantage of door passing is set
to a positive value as soon as the door we want to
pass is detected (section 4.2).

�door =

(
0:5 if door detected

�0:5 otherwise
(13)

The relevance of obstacle avoidance depends on
the number and proximity of the obstacles currently
surrounding the robot. The competitive advantage
of obstacle avoidance is related to the obstacle
density, � =

P
i e

�di , and is computed according to

�obst = tanh(�� �0) (14)

The constant �0 determines the density above which
obstacle avoidance becomes relevant (i.e. �obst > 0).
The tangent hyperbolic ensures that the magnitude
of �obst is limited to the interval [�1; 1].

The competitive interaction b0;b reects the degree
to which an active behaviour b0 suppresses another
behaviour b. In fact, there are situations where be-
haviours would interfere with each other in an un-
desirable, counterproductive manner. A door that is
half-blocked by an obstacle might still be detected
as a door, although the gap to pass is actually too
narrow. Hence we want obstacle avoidance to
suppress door passing in the presence of a high
obstacle density. Furthermore, if two obstacles lie
close to each other, the dynamics of � generates a
weak repellor in the middle of them (shown in [1]).
This repellor, however, could be dominated by an at-
tractor of another behaviour, which would inevitably



lead to collision. Consequently, obstacle avoid-

ance ought to suppress go to and corridor fol-

lowing as well, if the obstacle density exceeds a crit-
ical threshold �c. This prioritization is achieved by
appropriately choosing the competitive interactions:

obst;goto = obst;corr = obst;door =
1

2
(1+tanh(���c))

(15)
The constant �c determines the density at which
obstacle avoidance suppresses the other behaviours
(obst;b > 0:5). The functional form of the term is
chosen such that obst;b 2 [0; 1]. Since there exist
no potential conicts among any other pair of be-
haviours, all other competitive interactions b0;b are
set to zero.

The time constants �b determine the time scale at
which the behaviours are switched on and o� re-
spectively. �obst is chosen very small, such that the
robot reacts almost immediately if a new obstacle is
perceived. The same holds for �wall. As soon as a
door is detected, the robot should turn towards it
before driving out of detection range again. Conse-
quently, �door is also chosen to be small. The dy-
namics of wgoto and wcorr evolve at a slower rate
�goto = �corr � �obst. Once obstacle avoidance

becomes less relevant, e.g. after the robot circum-
navigates an obstacle, the other behaviours switch
on gradually rather than causing jitter among them-
selves and obstacle avoidance.

4 Implementation of the System

To verify the design outlined above, a system has
been designed around a Scout robot from Nomadic
Technologies (Figure 2). The platform has a cylin-
drical shape with a diameter of 38 cm and moves at
a speed of up to 1 m/s. The robot is equipped with
a ring of 16 evenly spaced ultrasonic sensors. Other
robots in the laboratory have more comprehensive
sensing capabilities, but for the application at hand
sonars are adequate to demonstrate the basic prin-
ciples. The robot possesses a two-wheel di�erential
drive located at the geometric centre which allows
omni-directional steering at zero turning radius. For
basic navigation in an indoor environment, our insti-
tute (70� 20 metres) in this case, a topological map
is used.

4.1 The Topological Map and its Use

The topological map allows both basic task decom-
position for selection of a route and provides an iden-
ti�cation of places used for the behaviour coordina-
tion (section 3.2). This map consists of nodes and
edges that connect these nodes. Nodes stand for im-
portant places in the environment. There has to be
one in front of each door, at each corridor crossing

Figure 2: The Scout robot used in the experiments.

and at other places of interest (e.g. goal locations
and charging station). Each node has a location in
a �xed coordinate system. The edges that connect
these nodes can be of three di�erent types: room,
corridor, door. Figure 3 shows the topological map
of our institute.

�
�
�
�
�
�
�
�

GOAL

START

Figure 3: The topological map of our institute: The
circles depict nodes. Edges are of three di�erent
types: corridor (thick line), room (dashed line), and
door (thin line). Additional nodes for goal points
and starting positions can be added arbitrarily. The
nodes denoted with \start" and \goal" correspond to
the initial (charging station) and �nal location of the
trial described in the results (section 5). The nodes
in grey are the ones used to execute this plan.

It is assumed that the initial position and orientation
of the robot is known (e.g. charging station). From
there odometry is used to determine the robot's loca-
tion. This introduces errors in the estimation of the
exact position of the robot, but is totally suÆcient to
determine if the system is in the vicinity of a node.
However, on long trials over a great distance the er-
ror would grow bigger than desired. To avoid this
the odometry values are corrected based on detected
features (section 4.2). In a corridor, the robot's ori-
entation and its position relative to the corridor walls
are adjusted. Every time a door is passed orienta-
tion and position relative to the door posts can be
updated correctly.



4.2 Extracting Geometric Representations
from Raw Sensor Data

For navigation in an indoor environment using the
behaviours described in section 3.1, it is necessary
to equip the robot with facilities for wall detection,
obstacle extraction, and recognition of doorways.

The walls of a corridor are extracted from the sonar
readings using a Hough transform [4], without mak-
ing any assumptions on the direction or width of the
corridor. For obstacles, a very simple representation
is used, only considering the distance to obstacles
but ignoring their size and shape. For more details
on how corridors and obstacles are detected see [1].

In order to �nd a door, when the robot �nds itself in
a corridor, the direction to the detected corridor wall
is used. The 25 most recent sonar readings that lie in
the direction of the wall and not more than 50 cm be-
hind the wall are kept in a FIFO bu�er. The largest
angular segment (from the robot's point of view) that
does not contain any sonar reading is determined. If
this segment is greater than 15Æ we consider a door to
be detected and its direction  door (equation 9) is de-
�ned as the centre of the free segment. This process
is invoked at every control cycle of the robot. Note
that this door detector is very crude, due to the sim-
plicity of the sensors used. Especially half-blocked
doors, with passages that are too small to pass, will
still be detected as doors. However, situations like
this are resolved by the coordination between a door
passing and an obstacle avoidance behaviour (see the
design in section 3.2). If the robot is in a room the
same strategy to detect a door is applied. However,
�rst the wall at which the door is located has to be
detected. In order to do this, a Hough transform is
invoked on the 100 most recent sonar echos.

Each of the above detectors keeps a certain number
of the most recent sonar readings in a FIFO bu�er.
While collecting these readings the robot is driving
a short distance. Odometry is used to calculate the
relative location of sonar readings taken at di�er-
ent robot positions, which introduces further uncer-
tainty in the sonar data. These errors, however, are
comparatively small and hardly inuence the perfor-
mance of the behaviours.

To determine which detectors should be invoked, the
topological map is used. The information about the
exact location of its nodes and the odometry values
determine if the robot �nds itself in a corridor or
in a room and/or close to a door. To detect a goal
point, no sensors are used yet. Its location is de�ned
by a node in the topological map. In combination
with odometry this information provides an estimate
of � �  goal (equation 5), the direction of the goal
relative to the robot's orientation.

5 Results

0 10m

1 2

Figure 4: The trajectory of the robot in a typical
task driving through our institute (from left to right).
The rectangle denoted by 1 is shown enlarged in Fig-
ure 5; the one denoted by 2 in Figure 7.

Figure 4 shows the trajectory of the robot during a
typical task: Driving from the charging station in
the living room to a goal point in the manipulator
lab. The rectangles denoted by 1 and 2 are shown
enlarged in Figures 5 and 7. In these �gures dif-
ferent situations are denoted by the symbols A-O,
which are described in the text below. Figure 6 and
Figure 8 depict the evolution of the weights of the
behaviours. The labelled tics on the time axis refer
to the corresponding locations of the robot. For a
detailed description of the part of the trajectory in
the corridor we refer to our earlier work [1]. During
this trial the robot covered a distance of about 50
metres. The corresponding track through the topo-
logical map can be seen in Figure 3.

A) The robot at its starting position: Immediately
after driving o�, obstacle avoidance was switched
on. It stayed on at all times, while moving around
in the room, since the obstacle density was always
above �0 (equation 14). B) Go to, which evolves
on a slower time scale than obstacle avoidance

was gradually switched on: The robot started turn-
ing towards the position of the node in front of the
door. C) The way towards the door was blocked:
The obstacle density exceeded the critical value �c
and go to was turned o� (equation 15). The robot
turned around to avoid the obstacles. D)Go to was
turned on again: The obstacle density has dropped,
and jwgotoj increased on a slow time scale. The
robot's heading was directed towards the location of
the node in front of the door. E) Obstacle avoid-
ance controlled the robot: The gap was big enough
for the robot to pass, hence it stayed in the middle,
between the two obstacles (see [1] for details). Go

to was o�, due to a high obstacle density. F) The
vicinity of the next node was reached: The direc-
tion of the door was extracted from the sonar data
(see section 4.2). Door passing was turned on al-
most immediately and the robot turned towards the
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Figure 5: The trajectory of the robot starting at the
charging station (A) and leaving the room towards
the corridor (G). The black obstacles denote chairs,
two shelves, a table and a waste bin. The situations
labelled by the symbols A-G are explained in the text.
The circles at these points depict the size of the robot.
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Figure 6: Time plot of the absolute values of the
weights: jwobstj (dotted curve), jwgotoj (solid curve),
and jwdoorj (dashed curve) (see equation 10). The
time instances labeled by the symbols A-G correspond
to the situations in Figure 5.

door. G) The robot passed the door: Due to a high
obstacle density, door passing was actually turned
o�. Nevertheless, obstacle avoidance guided the
robot out of the room. After following the corri-
dor, the robot reached point H) The robot was still
in the corridor: Corridor following and wall

avoidance were switched on; the other behaviours
were switched o�. I) An obstacle appeared: Obsta-
cle avoidance was turned on for a short time. J)
The vicinity of the next node was reached and the
door detected: Door passing was switched on and
guided the robot towards the door. Corridor fol-

lowing was turned o� on a slower time scale than
wall avoidance. K) The door was blocked by a
person leaving the room: The robot still detected the
small opening and considered it to be a door. How-
ever, the obstacle density was above �c and door

passing was switched o� (equation 15). The robot
turned away from the door. L) The door was de-
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Figure 7: The trajectory of the robot from the cor-
ridor (H) to a goal point in a room (O). The grey
ellipse denotes a person that was leaving the room,
when the robot was at location K. The situations la-
belled by the symbols H-O are explained in the text.
The circles at these points depict the size of the robot.
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Figure 8: Time plot of the absolute values of the
weights: jwcorrj (upper plot, solid curve), jwwallj (up-
per plot, dotted curve), jwdoorj (upper plot, dashed
curve), jwobstj (lower plot, dotted curve) and jwgotoj
(lower plot, solid curve) (see equation 10). The time
instances labeled by the symbols H-O correspond to
the situations in Figure 7.

tected again: The person had left the door passage,
and door passing was switched on again. M) The
robot passed the door: Due to the high obstacle den-
sity door passing was switched o� again and Ob-

stacle avoidance guided the robot through the
door. N) The vicinity of the next node was reached:
Go to was gradually turned on and the robot was
heading for the goal point. O) The goal point was
reached: The robot arrived at the node of the goal
point and the task was completed.



6 Discussion

We presented a control scheme which successfully
navigates a mobile robot through a cluttered large-
scale real-world oÆce environment. The dynamical
system approach provided a suitable means for the
design of robotic behaviours and their coordination.
The behaviours rely on an approximate, simple ge-
ometric representation of the environment that di-
rectly anchors on the information provided from low
level sensors. The activation dynamics to coordinate
the behaviours also makes use of these representa-
tions and a simple topological map combined with
odometry. The continuous nature of signals control-
ling the robot (behaviours) and the discrete nature
of task switching (coordination) have been expressed
in a uni�ed framework. This framework comprises a
mathematically sound basis, where behaviours are
gradually turned on and o� on di�erent time scales.

There are other successful indoor navigation systems
using a topological map described in the literature:
for example Xavier [7] and Dervish [9], to name just
two. These approaches use assumptions on proba-
bilities of detecting features and progressing to the
next node (state). In our approach the robot only
roughly knows its position, and also the detection
of features is not entirely reliable. However, the dy-
namic coordination scheme allows the robot to navi-
gate safely and cope with unforeseen or complex situ-
ations, such as blocked passages and partially closed
or miss-detected doors, in a exible manner.

The use of sonars as the only sensors restricts our
system in di�erent ways. The representations of the
environment are rather simple, which can lead to
problems (e.g. if two doors are right next to each
other). Future research in this project will be di-
rected towards integration of more accurate sensors
(e.g. laser), to obtain a more reliable representation
of the environment. Also, the problem of global lo-
calization (neglected in this paper) using just a sim-
ple topological map, can only be solved with more
sophisticated sensing capabilities.

Once the tasks are more complex (e.g. longer mis-
sions with multiple goals) or the environment poses
unexpected constraints (e.g. closed doors or perma-
nently blocked corridors), observation of the current
plan execution status becomes a necessity. We are
considering integrating this into a coherent frame-
work that also allows the robot to explore alternative
strategies to achieve a particular task.
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