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Abstract. Event detection is a very important problem across many domains and 
is a broadly applicable encompassing many disciplines within engineering sys-
tems. In this paper, we focus on improving the user's ability to quickly identify 
threat events such as malware, military policy violations, and natural environ-
mental disasters. The information to perform these detections is extracted from 
text data sets in the latter two cases. Malware threats are important as they com-
promise computer system integrity and potentially allow the collection of sensi-
tive information. Military policy violations such as ceasefire policies are im-
portant to monitor as they disrupt the daily lives of many people within countries 
that are torn apart by social violence or civil war. The threat of environmental 
disasters takes many forms and is an ever-present danger worldwide, and indis-
criminate regarding who is harmed or killed. In this paper, we address all three 
of these threat event types using the same underlying technology for mining the 
information that leads to detecting such events. We approach malware event de-
tection as a binary classification problem, i.e., one class for the threat mode and 
another for non-threat mode. We extend our novel classifier utilizing constrained 
low rank approximation as the core algorithm innovation and apply our Nonnega-
tive Generalized Moody-Darken Architecture (NGMDA) hybrid method using 
various combinations of input and output layer algorithms. The new algorithm 
uses a nonconvex optimization problem via the nonnegative matrix factorization 
(NMF) for the hidden layer of a single layer perceptron and a nonnegative con-
strained adaptive filter for the output layer estimator. We first show the utility of 
the core NMF technology for both ceasefire violation and environmental disaster 
event detection. Next NGMDA is applied to the problem of malware threat 
events, again based on the NMF as the core computational tool. Also, we demon-
strate that an algorithm should be appropriately selected for the data generation 
process. All this has critical implications for design of solutions for important 
threat/event detection scenarios. Lastly, we present experimental results on for-
eign language text for ceasefire violation and environmental disaster events. Ex-
perimental results on a KDD competition data set for malware classification are 
presented using our new NGMDA classifier. 
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1 Introduction 

In this paper, we present algorithms for a single layer perceptron (SLP) that combines 
two algorithms into a new hybrid classification framework and implements locally 
tuned receptive fields. Our new framework builds on the hybrid architecture first re-
ported by Moody and Darken [1, 2] and generalized by Drake, et al [3]. We use this 
hybrid classification framework with new algorithms that can be updated on a per-sam-
ple or mini-batch (small number of samples) basis and are sensitive to the input domain 
of the data. Our classification framework has advantages over multilayer perceptron 
architectures and the support vector machine (SVM) [3]. Our new hybrid framework 
and algorithms will be presented within the context of three important event detection 
problems: malware, ceasefire, and environmental disaster event detection. We further 
extend our Generalized Moody-Darken Architecture (GMDA) framework to the 
nonnegative domain using the nonnegative matrix factorization (NMF). When com-
bined with a nonnegativity constrained adaptive filter the extended GMDA framework 
is called the Nonnegative GMDA (NGMDA), which is able to discover discriminative 
features for classification and demonstrate better performance for nonnegative input 
data. 

Our GMDA classifier uses a clustering method to find the centers of the activation 
units. The kmeans algorithm has typically been used to determine the activation unit 
centers. However, for nonnegative input data, we show in this paper experimental re-
sults that demonstrate a loss of information in the classifier, which increases the classi-
fication error. We extend the GMDA further with an objective function based on a con-
strained low rank approximation (CLRA) method called the nonnegative matrix factor-
ization (NMF) [3, 4], which we have applied in numerous application domains for text 
analytics. CLRA methods [4] have played a crucial role as one of the most fundamental 
tools in machine learning, data mining, image processing, information retrieval, com-
puter vision, signal processing, and other areas of computational science and engineer-
ing. Since the NMF objective function is formulated using nonnegative constraints, ap-
plication of NMF to certain problems produces results that are more interpretable for 
many types of problems. In [3] we demonstrated the importance of incorporating 
nonnegative constraints for applications such as image processing, chemometrics, and 
text analytics. NMF has become a valuable tool for many applications such as cluster-
ing, subspace-based topic modeling, general dimension reduction (PCA-like), hyper-
spectral image processing, and many more. In this paper, NMF is utilized as the first 
stage of our new NGMDA classifier. In previous work [3] we demonstrated the efficacy 
of NMF-based GMDA with preliminary results and demonstrated comparable perfor-
mance to a support vector machine (SVM) classifier. We show that implementing the 
output layer of the NGMDA with a nonnegative adaptive filter improves classification 
performance over unconstrained adaptive algorithms. An NMF event detection meth-
odology is demonstrated for foreign language texts in Arabic (ceasefire violation events 
in Yemen) and Chinese (environmental disaster events). The classification results are 
demonstrated on event detections for malware (cybersecurity). Experimental results are 
presented on malware event classification, and event detection from text data. Thus, the 
experimental results demonstrate NMF for stand-alone applications and as part of a 
hybrid classification architecture, the NGMDA. 



 
 

2 Background Material 

As a review of the underlying components of the GMDA, we briefly describe the com-
ponents of the GMDA for the hidden and output layers. First we provide some im-
portant mathematical properties of two neural network architectures. The Moody-
Darken single layer perceptron (SLP) architecture has advantages over a multi-layer 
perceptron (MLP) architecture in both a fundamental mathematical sense and perfor-
mance considerations. Both share the universal approximation property, which pro-
vides existence proofs of an interpolating set of basis polynomials for arbitrary inputs. 
One advantage of the SLP over a MLP architecture is the best approximation property, 
which guarantees that there is a set of approximating functions corresponding to all 
possible choices of the model parameters with one function from the set that minimizes 
the approximation errors [5, 6, 7]. 

The general equation for the GMDA is 
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where x is the input data, ci are the activation unit centers, wi are the activation unit 
magnitudes computed by the output layer algorithm, f denotes the radial basis function 
(RBF) kernel, the summation is over the number of activation units in the hidden layer, 
b is a bias term, and y is the output. As stated above the ci are computed using a clus-
tering method (NMF for nonnegative data inputs), which performs a dimension reduc-
tion and, thus, reduces the computational complexity by decreasing the amount of data 
required for the output layer algorithm. The si are the estimated standard deviations of 
the computed clusters, which are based on the normalized sum of the distances between 
the samples in the cluster to its center and the output layer weights of the GMDA are 
computed by an adaptive filter [8, 5]. Various adaptive filters are possible for estimating 
the weights. Examples are LMS, Recursive Least Squares (RLS), and QR Decomposi-
tion Recursive Least Squares (QRDRLS) and many more. For this paper, we examine 
both unconstrained and nonnegative variants of adaptive filters, mainly the nonnegative 
LMS (NNLMS) [9] and our Adaptive Sequential Coordinate-wise Algorithm (ASCA). 

First we review the SLP hidden layer algorithms from [3] followed by the back-
ground for the output layer algorithms. Throughout this paper 𝐴 ∈ 	ℝ=,> where m is 
the number of features and n are the columns that represent the data. Assuming 
𝑟𝑎𝑛𝑘 𝐴 = 𝑟, the low rank approximation of 𝐴, for 𝑘 ≤ 𝑟, is denoted 𝑟𝑎𝑛𝑘 𝐴 = 𝑘, 
i.e., we approximate the matrix 𝐴 with factors that, when multiplied together produce a 
matrix 𝐴 that is close to 𝐴 in some norm, usually the Frobenius norm [10], which we 
use throughout this paper. The Frobenius norm is analogous to the vector 2-norm (𝐿1) 
but for matrices. One of the most commonly used low rank approximations is the sin-
gular value decomposition (SVD) [10]. A general form of a low rank approximation 
can be expressed as 

 
min
H,J

𝐴 −𝑊𝐻 N (2) 
 



where F denotes the Frobenius norm, 𝑊 ∈ 	ℝ=,3, and 𝐻 ∈ 	ℝ3,> and k is the rank of 
𝐴 ∈ 	ℝ=,>. Depending on the constraints on W and H, (1) may be a nonconvex optimi-
zation problem. However, the SVD gives the optimal global solution when the objective 
of equation (1) is unconstrained. Equation (2) will be the basic equation for discussing 
the clustering methods used in the SLP hidden layer. In the case of NMF, (2) becomes 
 
min
H,JOP

𝐴 −𝑊𝐻 N               (3) 
 
where equation (3) is the same as (2) but with nonnegativity constraints on W and H, 
which makes (3) a nonconvex optimization problem, a very difficult problem to solve. 
Generally speaking, (2) achieves a global minimum while (3) is only guaranteed to 
achieve a local minimum at best. However, by choosing the best algorithms to solve (3) 
convergence to a local minimum is guaranteed. The choice of algorithm is extremely 
important in order to ensure convergence to a stationary point of the minimization sur-
face [4]. In general, equation (3) performs clustering of the input data be it text (for 
documents) or pixels (images). Topic modeling discussed in a latter section is document 
clustering where each cluster is composed of semantically related terms (words) and k 
is user chosen as the desired number of clusters (topics) to compute. The	𝑊 is the clus-
ter indicator matrix and 𝐻 is known as the cluster membership matrix. Thus, 𝐻 can be 
used to retrieve documents within clusters (topics). 

As mentioned above, the output layer of the GMDA is implemented using adaptive 
algorithms such as adaptive filters [5]. Adaptive filters are commonly found in the sig-
nal processing literature and have applications in adaptive beamforming, direction find-
ing, speech processing, and many more. A commonly used adaptive filter is the Least 
Mean Squares (LMS) algorithm, which is an approximation of the gradient descent 
method. The LMS algorithm is simple to implement and has some nice statistical prop-
erties but may suffer from slow convergence and misadjustment error, i.e., the learning 
curve (MSE) slowly approaches the asymptotic minimum value. In this paper, we use 
a NNLMS, which for the first time, is incorporated into a hybrid learning architecture 
such as the NGMDA for malware event detection. 

In general, the learning rule of the output layer can be cast as a model-building prob-
lem via regression. Thus, the general form of this learning rule is 

 
min
Q

𝐵𝑋 − 𝐷 N (5) 
 
where equation (5) is the general linear regression problem with multiple right hand 
sides. We solve (5) using one of the adaptive filter methods mentioned above as each 
data sample becomes available (adaptive) and for a single right hand side, which com-
putes the output of the hidden layer. Both the hidden layer and the output layer of the 
GMDA or NGMDA can be updated on a per sample basis with suitably chosen algo-
rithms. For example, for arbitrary data ‘kmeans + LMS’ (GMDA); for nonnegative data 
‘NMF + NNLMS’ (NGMDA) is an implementation that can be updated/downdated in 
both the hidden and output layers. Another approach for the output layer, presented in 
[3], is the ASCA, the adaptive sequential coordinate-wise algorithm, which is an adap-
tive version of SCA, sequential coordinate-wise algorithm [11], for solving the 
nonnegative least squares (NLS) problem. We will show that the results using ASCA, 



 
 

rather than NNLMS in the output layer are superior, and that, with NMF as the hidden 
layer algorithm, NMF-based NGMDA outperforms kmeans for computing the hidden 
layer activation functions. This serves to emphasize the better numerical properties of 
our new ASCA algorithm used for the NGMDA output layer as reported in [3] and the 
superior performance achieved when a properly constrained algorithm for the data is 
used to compute the hidden layer, i.e., NMF rather than kmeans. 

Now we review the importance of choosing the correct algorithm for the data [3]. 
We briefly review those considerations here with simulated half-moon data in Figure 1 
and simulated chemical detections in Figure 2 below. These figures illustrate that the 
choice of algorithms is critical, though some algorithms may have higher computational 
complexity, the benefits may outweigh the costs. Since the half-moon data was real (+, 
0, - values), Figure 1a, b shows results with kmeans as the hidden layer algorithm with 
30 activation units. Figure 1 demonstrates that classification results can depend criti-
cally on the selected algorithm. 

 

 
Fig. 1. a. GMDA with LMS adaptive filter as the output layer algorithm; b. GMDA with output 
layer algorithm RLS. We observe that LMS breaks down in this case while RLS obtains good 
classification results [1]. 

The chemical detection problem, Figure 2 a, b, uses Raman spectroscopy to discover 
chemical constituents of a chemical sample. For details see [3, 12]. There are two is-
sues: The correct computational model for the data; Numerically robust algorithms that 
are not degraded by near collinearities (rank deficiency). The figures illustrate both 
cases for the generalized likelihood ratio test (GLRT) detection algorithm [13]. Note 
that the chemicals are labeled with species number in the library, which may be traced 
back to the wavenumber for a specific chemical. The tests were for three chemical spe-
cies: two closely spaced and one more isolated at 0.3g/m2. 

 

 
Fig. 2. a. Generalized likelihood ratio test without numerical problems (blue) and with numerical 
problems (red). Note that concentrations were not determined correctly and that there are no de-
tections when numerical problems are present (red). b. detection results are clearly corrected with 
the right computational model: a. uses standard least squares; b uses nonnegative least squares. 
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With the above results shown in Figures 1 and 2, and knowing that NMF is the cor-
rect computational model for text data, in the next section we demonstrate its use for 
event detection with a human in the loop process on foreign text. The effectiveness of 
NMF for this application sets the stage for the development of the NGMDA classifier 
where we compare experiments with various combinations of computational models. 

3 Observer-Based Event Detection from Foreign Language 
Text Using NMF-based Topic Modeling 

In this section, we demonstrate the use of NMF topic modeling for processing nonnega-
tive text data in order to discover latent information within a text corpus. Topic model-
ing is a methodology that clusters documents into semantically related words. Within 
each cluster (topic) the highest frequency keywords reveal the overall concept of the 
topic. Topic refinement is used to uncover topics that are more relevant to the domain 
of interest. Our approach uses a human-in-the-loop to interpret the NMF factors in order 
to accomplish search space reduction; since this approach does not depend on incorpo-
ration of complex language considerations, meta data, or a priori identification of target 
keywords, it can be used in contexts where there has been little natural language pro-
cessing performed, where reliable meta data is not available, and where keywords are 
initially unknown. Since NMF is a subspace-based method we can easily access the 
original documents within certain topics and, if determined not to be relevant, eliminate 
them to retain only information relevant to our domain questions. After eliminating 
these documents from the original corpus, a reduced corpus is then analyzed using our 
topic modeling algorithm. In Figure 3 a, b is shown the process to refine the topic model 
where 3a shows the process and 3b shows the selection and elimination of irrelevant 
documents. 

 
Fig. 3. a. Topic refinement process with human-in-the-loop; b. elimination of selected documents 
based on subject matter expert (SME) input. 

A relevance score can be computed and a threshold set to determine whether or not 
a document should be eliminated from the corpus. The relevance score can be computed 
as 

 



 
 

𝑔& > max	(𝑔&Z×𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑)                            (6) 
 
which is computed from the normalized columns of H in  
 
min
H,JOP

𝐴 −𝑊𝐻 N                                            (7) 
 
Recall that H is called the topic (cluster) membership matrix, i.e., each column of the 
membership matrix tells us which document belongs to which topic and can even indi-
cate how well a document represents the cluster (topic), which is the basis for equation 
(6). These relationships are the key elements for determining the documents to elimi-
nate at each iteration of the refinement process in Figure 3a. 

In order to demonstrate the effectiveness of this process on a real problem, ceasefire 
violation events in Yemen will be discovered roughly during the time period around 
May, 2016. NMF-based topic modeling and the topic refinement processes are used to 
discover these events from raw Arabic telegrams (social media not available), i.e., the 
telegrams are not translated to English before using our tools to discover topics. 

 

     
Fig. 4. a. Topic modeling on Arabic telegram text; b. findings based on topic refinement. 

Figure 4a shows some of the intermediate processing steps used to refine the topic 
modeling. These are illustrated in Figure 4a, pane (a), (b), (c), and (d). (a) Stemmed 
keywords followed by the full keywords in order of frequency, e.g., target: targets, tar-
geted, etc.; (b) translations of the full keywords for each stemmed keyword; (c) original 
text with highlighted keywords; (d) translated text. The relevant topics found are shown 
in Figure 4b, which shows 3 topics with events and their dates that indicate ceasefire 
violations. In Figure 4, results are shown for the geographical region around Taiz, 
Yemen. The analysis generally focused on major cities where ceasefire violations were 
more likely and the data sets were larger and richer in content. The key point is that 



specific events were discovered using a semi-supervised methodology based on the 
NMF. 

Figures 5 a and b below show the results using our refined topic modeling process 
for environmental events in China during 2012. As above, the raw Chinese text is pro-
cessed and NMF topic modeling is used to analyze the results. Revealed in Topic 1 is a 
straw fire that causes severe haze in Jiangsu and Hubei Provinces, which occurred 
around June 9. Topic 5 reveals a severe rain storm that killed dozens of people in Bei-
jing on July 21. 

A point to keep in mind is that these environmental events were discovered in a semi-
supervised manner with a human in the loop. The topic modeling algorithm, however, 
is unsupervised and discovers the topics and related keywords automatically without 
any human intervention. Once the initial topic modeling is performed the top keywords 
are determined for each topic, which span the topic concept. A label can be determined 
for each topic and the topics can become categories for classification. This is consistent 
with the notion that clustering is often referred to as unsupervised classification. 

 

 .    

Fig. 5. Topic modeling on Chinese newspaper text; a. topics 1-3; b. topics 4-6. 

The above examples of using NMF for topic model event detection and, in the next 
section, classification, doesn’t nearly cover the utility for which this versatile mathe-
matical method is capable: image segmentation, hyperspectral image processing, 
speckle removal from noisy images, non-stationary speech denoising, motion detection 
from video sequences, music analysis, bioinformatics applications, chemometrics, and 
many more. 



 
 

4 NMF-based Generalized Moody-Darken Architecture 
(NGMDA) for Malware Event Detection: Experiments and 
Results 

The GMDA can also be used as the clustering method for a hybrid classification algo-
rithm by configuring the hidden and output layers with algorithms that constrain the 
solution to the nonnegative domain for nonnegative input data. In this section, the data 
is not composed of documents but rather network intrusion data, malware. By utilizing 
nonnegativity constrained low rank approximation in the hidden layer and a nonnega-
tivity constrained output layer adaptation rule, the classifications can be mapped to the 
domain where interpretation of the results is possible, whereas without these constraints 
the results may not only be not interpretable, but also fail completely to provide mean-
ingful solutions. This will be further illustrated by using NMF as the hidden layer algo-
rithm for GMDA. 

In Figures 1 and 2 above we illustrated that algorithm selection is an important con-
sideration, which justifies the reengineering of the original Moody-Darken SLP archi-
tecture with algorithms that conform to the specifications indicated by the input data, 
e.g., text, image data, chemical concentrations, etc. 

Several experiments with various algorithm combinations implemented in our 
GMDA framework were applied to the malware dataset1 that is comprised of 21 attack 
types on network systems. The data consisted of 125973 training samples and 22543 
testing samples with 41 features. For the experiments, the data was further processed 
so that all types of attacks were gathered into one class; instances of normal network 
traffic formed another class. Thus, the data was composed of two classes: malware and 
non-malware. 

First, the analysis was focused on the performance of kmeans as the hidden layer 
with the LMS filter output layer algorithm as in the original Moody-Darken hybrid ar-
chitecture [1]. The second major testing was performed on the extension of the original 
architecture to handle nonnegative input data. Thus, extending the original architecture 
to our GMDA. The third set of experimental results use NMF as the hidden layer algo-
rithm with a nonnegativity constrained output layer adaptive filter, which is the 
NGMDA. The experiments culminate with NMF as the hidden layer and our ASCA 
nonnegative least squares implementation as the output layer algorithm NGMDA. 

For all of the experiments, the number of hidden nodes or centers for the hidden layer 
activation units was set to 15, and the number of trials or epochs to train the weight 
vector for the output layer was fixed at 1000. 

The summary of the performance from the experiments is shown in Table 1 below. 

                                                             
1 The UNB ISCX NSL-KDD malware dataset was obtained from http://www.unb.ca/re-

search/iscx/dataset/iscx-NSL-KDD-dataset.html and a github site for the data used in this 
work: https://github.com/defcom17/NSL_KDD 



 
 
Note that by replacing kmeans with NMF in finding the cluster centers, the perfor-

mance of the GMDA improved significantly in terms of the metrics shown in Table 1 
and the receiver operating characteristic (ROC) curves AUC (area under the curve). 
Another important item to note in Table 1 is that the AIC for kmeans + LMS seems to 
be acceptable. However, AIC measures the training accuracy only and indicates for 
this case that, given the input data and the algorithm choices, the algorithms were indeed 
trained well on the presented nonnegative data. But, the poor classification results un-
derscore the mismatch between algorithm choice (unconstrained) and input data 
(nonnegative). This is also demonstrated by the kmeans + NNLMS line in Table 1 
where the poorest results are shown. Another way to state this is that training the filter 
on results from an unconstrained dimension reduction algorithm for nonnegative data 
is not recommended. Both the training accuracy and ROC AUC are very poor. In fact, 
the AUC indicates that this combination is not much better than tossing a coin for clas-
sification. 

The result suggests that NMF, with its increased interpretability, preserved the data 
relationships for constructing meaningful clusters that could be the basis for classifica-
tion, but kmeans did not. The performance of NGMDA was improved further by run-
ning NMF with ASCA. With a dimension reduction algorithm that preserves cluster 
structure, such as NMF, and a nonnegative constraint on the adaptive filtering algo-
rithm, such as NNLMS or ASCA, the performance of NGMDA in terms of classifica-
tion and model training accuracy is greatly improved. NMF is again shown to be the 
right computational model for the data. 



 
 

 
Fig. 6. a. kmeans + NNLMS (green) produced nearly a straight line, AUC = 0.51, while NMF + 
NNLMS (blue), AUC = 0.79; b. NMF + ASCA, AUC = 0.86 (best result) 

To illustrate the performance of NGMDA for the analyses, the ROC AUC is shown 
in Figures 6 a and b. It is evident from these two figures that NGMDA easily outper-
forms the other methods tested. 

5 Conclusions 

In this paper, the many examples of using the correct algorithm for the data were re-
viewed and extended with our experimental results on malware data. We have demon-
strated new methods for event detection on a variety of event scenarios. The events 
were discovered from various text sources for ceasefire violations in Arabic text and 
environmental events from Chinese text. We also discovered malware events from a 
KDD data set containing network intrusion data. The text-based events discovered from 
our topic refinement process were very specific in terms of event type, location, severity 
of impact, and date. The technology could be used in a number of critical situational 
awareness applications, especially when embedded in a visual analytics system. Our 
new NGMDA is promising as a classifier for various nonnegative data sources where 
online, streaming updates are a requirement. The single layer perceptron architecture 
does not require the expensive backpropagation algorithm. Data can flow through the 
NGMDA as each sample or mini-batch of samples is available.  

The motivation for these generalizations of the original Moody-Darken architecture 
has been to apply that architecture to a wider class of problem domains, which may 
impact social situational awareness, social conflict monitoring from text corpora and 
other data sources, image understanding and crop monitoring, and deep feature extrac-
tion for even better classification results. Like GMDA as in reported in [3], NGMDA 
inherits from the original Moody-Darken architecture fast training of locally tuned re-
ceptive fields, the best approximation property, and the ability to incorporate adaptabil-
ity to changing data. 

The results obtained on the KDD malware data appear to be promising for applying 
the NGMDA in other domains. The misclassification errors were very good when the 



computational model consistently utilized nonnegative constraints. Our future work 
will focus on deep feature extraction from a hierarchical NGMDA. We currently have 
preliminary results on image classification, again demonstrating that the correct com-
putational model uses nonnegative constraints. 
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