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More Than Data Stories: Broadening the Role of
Visualization in Contemporary Journalism

Yu Fu and John Stasko

Abstract—Data visualization and journalism are deeply connected. From early infographics to recent data-driven storytelling,
visualization has become an integrated part of contemporary journalism, primarily as a communication artifact to inform the general
public. Data journalism, harnessing the power of data visualization, has emerged as a bridge between the growing volume of data and
our society. Visualization research that centers around data storytelling has sought to understand and facilitate such journalistic
endeavors. However, a recent metamorphosis in journalism has brought broader challenges and opportunities that extend beyond
mere communication of data. We present this article to enhance our understanding of such transformations and thus broaden
visualization research’s scope and practical contribution to this evolving field. We first survey recent significant shifts, emerging
challenges, and computational practices in journalism. We then summarize six roles of computing in journalism and their implications.
Based on these implications, we provide propositions for visualization research concerning each role. Ultimately, by mapping the roles
and propositions onto a proposed ecological model and contextualizing existing visualization research, we surface seven general topics
and a series of research agendas that can guide future visualization research at this intersection.

Index Terms—journalism, data visualization, computational journalism, data-driven storytelling

✦

1 INTRODUCTION

DATA interacts with journalism in many ways. One of
the most important ways is the communication of data,

frequently performed through charts and visualizations.
Newspapers were among the first media to bring infograph-
ics to the public’s attention, with well-known examples like
USA Today’s Snapshots, which often employed embellished
and straightforward graphics [1]. More recently, enhanced
web-based interactive visualization technologies, notably
D3.js [2], have given rise to new forms to communicate
data stories. Mainstream news platforms like The Guardian,
The New York Times, and The Washington Post were early
adopters and trailblazers of such Web-based interactive and
dynamic visual communication. Following them, a new
generation of websites, such as FiveThirtyEight and the
Pudding, has emerged in the midst of this wave, progres-
sively gaining attention from broader audiences.

While data journalism exhibits promise, conventional
journalism has been facing increasing challenges and turbu-
lence [3], [4]. The story depicted in HBO’s series The News-
room about how a cable news network fights new business
models, arising citizen journalism, and online journalism to
preserve their editorial autonomy and journalistic integrity
is fictitious — and some see it as an elitist presentation of
journalism — but the diverse threats faced by journalism
and its sweeping transformation are reflective of reality.
Over the past decades, journalism has undergone various
changes driven by multiple social and technological forces,
particularly the digitalization of the media environment.

Journalism has long been our primary source of infor-
mation, a channel that connects us to the world outside
our tangible surroundings, a social glue that binds people
together in our “imagined community” [5], [6]. In many
countries, it is closely tied to democracy and a “watchdog”
role — to scrutinize powerful institutions, be they govern-
ments or companies [7]. Journalism’s historical importance

is undeniable, as illustrated by Pulitzer’s famous remark
— “Our Republic and its press will rise or fall together” and
Burke’s reference to it as “Fourth Estate”.

However, contemporary journalism has experienced a
crisis in perceived importance and credibility, as manifested
by the decline in its overall financial health and audience
trust [8], [9], [10], [11]. Online journalism and citizen jour-
nalism, both spawned by digital technologies, have been
assigned blame due to emphasizing speed and undermining
journalism’s professional boundaries and its conventional
pursuit of objectivity. These are not the lone challenges
— our increasingly complicated world and the explosive
growth of information transform journalists’ role into a
more challenging one — a filter, a transmitter, an organizer,
an interpreter, and a fact-deliverer [12]. Technology has also
brought opportunities — hypermedia/multimedia content
that provides better context, interactivity that allows more
agency of audiences and potentially sparks engagement,
and platforms that enable ordinary people to participate
in civic dialogues. Journalists have turned to computa-
tional technologies to counter their role transformation. The
early adoption of computer-assisted reporting leveraging
social science statistics won investigative journalists mul-
tiple Pulitzer prizes. Data journalism featuring data-driven
storytelling and interactive visualization dashboards has re-
cently garnered mainstream attention and played a vital role
in combating the pandemic and informing the public [13].

Using data to tell stories has drawn significant atten-
tion from the visualization research community[14], [15],
[16], with influential researchers advocating for its impor-
tance [17], [18]. Data storytelling has likely become the
most prominent topic at the Journalism-Visualization inter-
section, and rightfully so. However, existing visualization
research centering around data storytelling (e.g., [16]) tends
to focus on data journalists/platforms and their audiences,
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i.e., those who are already comfortable with data communi-
cation. We consequently lack a comprehensive understand-
ing of other journalists and audiences with limited data
infrastructure, skills, experience or literacy. Furthermore,
data-driven storytelling emphasizes the communicative role
of visualization, whereas journalists’ tasks extend beyond
mere communication. In addition, the traditional perspec-
tive regarding news organizations as fixed institutions does
not adequately consider today’s increasingly dynamic and
participatory information environment.

We believe it is an appropriate time to review the state of
contemporary journalism and explore how data visualiza-
tion research can contribute to the discipline’s growth and
evolution. In particular, we ask:

• In light of the recent shifts in the information land-
scape and journalistic metamorphosis, what new vi-
sualization research opportunities could emerge at
this intersection?

• How could visualization research contextualize its
work to address broader challenges in journalism?

To answer these questions, we conducted an exploratory
scoping review [19], [20] of literature from both journal-
ism study and visualization research. In doing so, we
aim to shed light upon contemporary journalistic contexts
and challenges faced by broader journalists (e.g., pub-
lic/independent journalists) and their audiences, the roles
played by computational technologies in addressing such
challenges, and the unique value that data visualization can
contribute to these roles. Our goal is to provide an updated
and holistic perspective on how visualization research could
aid journalism. This review consists of three major parts,
with each denoting a facet of our contribution, as shown
in Figure 1:

C1. In section 3, we distill a set of important changes
in journalism driven by digital technologies, along with
journalism’s computational turn in response to emerging

challenges. We summarize six roles of computational tech-
nology in contemporary journalism and explain the ratio-
nale behind and implications for computing intervention.

C2. In section 4, we review discourse on the value of
visualization and contextualize these values in journalism.
Building off these discussions on visualization values, we
offer propositions (Figure 2) concerning each of the six roles
and map them onto an ecological model (Figure 3) to further
contextualize them.

C3. In section 5, based on our propositions, we surface
seven general topics and multiple subtopics to encompass
future Journalism-Visualization interdisciplinary research.
For each subtopic, we synthesize existing visualization re-
search, contextualize the work in journalism, and identify
future research agendas.

2 METHODOLOGY

2.1 Review Methodology
Due to the complex and heterogeneous nature of the two
fields and the variety of topics to be covered, we did not
choose a systematic review or a traditional survey. Instead,
our method resembles a scoping review, a relatively new,
but increasingly popular approach for synthesizing research
evidence [19]. HCI researchers have recently adopted scop-
ing reviews on different occasions [21], [22]. Such a review
aims to “map rapidly the key concepts underpinning a research
area and the main sources and types of evidence available” and
is commonly used to understand the range and nature of
research activity, determine the value of a full systematic
review study, summarize and disseminate research findings,
and identify research gaps in the existing literature and
aid formulating future research agendas [23]. Compared to
a traditional systematic review, a scoping review tends to
address broader topics instead of seeking answers to specific
research questions. According to CIHR’s Guide to Knowledge
Synthesis, scoping reviews “often do not undertake a detailed
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appraisal of identified evidence sources and detailed synthesis of
the results of the studies” [20].

We used Google Scholar as our primary search plat-
form since the literature we need to review spreads across
two fields and their sub-domains. Our review was an it-
erative process, and we progressively expanded and re-
vised our search term pool during the process. We began
by searching for literature that discusses journalism more
comprehensively, focusing on the changes and challenges
brought about by technological developments. Therefore,
we started with broader terms such as “journalism studies”,
“journalism + new media”. Since these terms often led
to vast and homogeneous literature, we tended to follow
highly cited work. In journalism, these are often books that
cover various topics. We skimmed through the books and
reviewed the chapters and content that we deemed relevant
– for example, we included Journalism, Trust, and Credibility
and excluded Journalism Education from The Handbook of
Journalism Studies [24]. We distilled themes (e.g., participa-
tory journalism, interactive journalism, news personaliza-
tion, journalistic routine, journalism and trust, etc.) from
our initial review phase, and used these themes for our
second-round search. Our third round search focused on the
computational exploration in journalism; our search terms
include area-based ones like “computer-assisted reporting”,
“precision journalism”, “data (-driven) journalism”, “com-
putational journalism”, and topic-based ones, like “auto-
mated journalism”, “algorithmic accountability + journal-
ism”, “misinformation”, “fact-checking in journalism”, and
so on. We also expanded our pool by following leading
researchers in the respective areas (e.g., Meyer, Diakopoulos,
Lewis) and using snowballing procedures [25]. This liter-
ature is mostly peer-reviewed articles. As for the InfoVis
literature, we expanded our literature pool by searching
matching visualization keywords (e.g., “augmenting video
+ visualization”) and from our personal collections. We
also searched the ACM digital library and the IEEE Xplore
library. The literature we reviewed across these two fields
and multiple topics included 187 documents. Table 1 shows
the distributions of publication venues of literature from
both fields. We submit the list as supplementary materials.

TABLE 1: Literature Venues

Publication Venue Count
IEEE TVCG 37
ACM CHI 16
ACM UIST 4
IEEE CGA 4
ACM BELIV 4
Others 28
Total 93
(a) Visualization Literature

Publication Venue Count
Digital Journalism 11
Journalism Practice 4
New Media & Society 3
Journalism 2
Journalism Studies 2
Others 72
Total 94

(b) Journalism Literature

2.2 Reflexivity

This study is based on existing work that spreads across
different topics in these two large fields. While we strove to
be unbiased during the process, our experiences unavoid-
ably affected how we screened, organized, and presented
the work we reviewed. The first author has multiple years
of experience as a professional/independent journalist and

is now a visualization researcher. The second author is a
seasoned visualization researcher. Our experiences in these
two fields lend us a unique yet balanced perspective on the
challenges and opportunities faced by broader journalists
and audiences, as well as the value visualization can pro-
vide. While we present a series of potential technological
solutions, we do not endorse a technological determin-
ism/solutionism perspective. Rather, we believe visualiza-
tion technology simply offers another option that has its
unique merits and shortcomings — their impact on pub-
lic communication awaits further investigation. We would
also point out a limitation of our study — the journalism
literature we reviewed is primarily about journalism in the
Western world, but journalism in other countries may have
distinctly different roles and characteristics.

3 JOURNALISM’S DIGITAL METAMORPHOSIS AND
COMPUTATIONAL TURN

Since entering the digital age, journalism has undergone
a continuous metamorphosis. A new form of journalism
featuring ubiquitous news, global information access, in-
stantaneous reporting, interactivity, multimedia content,
and customized content has arisen [9], [26], followed by
social media, offering the promise of the “biggest audience
reach” and a “perfect public sphere where everyone can have
a voice” [27]. Such a metamorphosis pervades and affects
many aspects associated with journalism.

In this section, we first highlight four salient transfor-
mations driven by more general developments in technol-
ogy and discuss the challenges accompanying them. Next,
drawing from digital journalism and computational journal-
ism literature, we introduce how journalism practitioners
and scholars have proactively pursued computing tech-
nologies to aid journalism and their different perspectives.
Ultimately, by synthesizing such shifts, we summarize six
roles that computational technologies play in contemporary
journalism, along with the rationales and implications.

3.1 Salient Transformations in Digital Era
Recent shifts in journalism span multiple dimensions, rang-
ing from the nature of news content to news dissemination,
from internal organizational structures to external infor-
mation environments. Specifically, we highlight these four
salient transformations:

Enriched Media Content: The transformation in news
content should not be alien to most audiences. New capa-
bilities such as interactivity, on-demand access, user con-
trol, and personalization coupled with enriched and hyper-
linked multimedia have driven digital journalistic content
to be more contextualized, navigatable, and interactive [9],
[28], [29]. Amidst such changes, one relevant instance we
highlight is interactive journalism — multilayered visual
storytelling that engages users in interaction to unfold the
narratives [30]. Such interactive features not only have the
potential to help journalists establish authority through
enhanced visuals and sophisticated data [30], but also pro-
vide enjoyment that can re-engage audiences [29], [30] and
expand ways of thinking about journalism [30].

Participatory Environment: The Internet, digital media
technologies, and social media create the conditions for
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Transformations Challenges

(T1) Interactive Journalism
C1.1: creating interactive content requires different skills than those typically acquired by
traditional journalists, notably programming skills [30]
C1.2: audiences may be unaware of or less motivated to exploit rich interactivity [29]

(T2) Participatory Journal-
ism and Communication
Environment

C2.1: it weakens journalism’s occupation boundary and roles [31], upsets its previous institu-
tional power on gatekeeping [4], [32], [33], and diminishes its traditional authoritative voice [30]
C2.2: it lowers the threshold for producing and distributing news and potentially enables an
influx of misinformation or even hate speech[34]
C2.3: it is challenging to enable more coherent, elevated online discussion [35]

(T3) A Loaded and Polluted
Infosphere

C3.1: it creates a polluted public sphere where information is often met with skepticism [10]
C3.2: it places a “heavy mental burden” on the audience to distinguish trustworthy information
from a sea of misinformation [10]

(T4) News Personalization C4: inadequate awareness of such filtering and prioritization could exacerbate the “filter
bubble” phenomenon or algorithmic biases [36], [37], [38]

TABLE 2: Relevant Journalistic Transformations and The Emerging Challenges

people formerly known as “the audience” to enter jour-
nalism by enabling them to gather, create, and distribute
information in a much easier and more effective manner [6],
[27], giving birth to participatory journalism, or citizen
journalism. While participatory journalism promises to en-
gage and connect people [39] and provides a more inclusive
public communication environment that encourages citizens
to play an active role [40], [41], it nevertheless weakens the
occupation boundary and roles [31], upsets journalism’s pre-
vious institutional power on gatekeeping [4], [32], [33], and
diminishes traditional journalism’s authoritative voice [30].
The public’s competence to participate in journalistic pro-
duction and civic affairs, however, varies widely [42], as do
their interests in doing so. Technological advances have also
facilitated other participatory activities, such as quizzing
(e.g., polls, questionnaires), voicing one’s own opinion, and
commenting [42]. News consumers have welcomed and
grown accustomed to a more symmetrical communication
mode [42], [43], changing the traditional journalist-audience
relationship from a one-way, asymmetrical communication
model to a two-way dialogue [42], [44].

A Loaded and Polluted Infosphere: A more complex
world and an explosive growth of data have significantly
complicated journalists’ roles [45]. Further, the lowered
threshold has let in a flood of information, laced with a
plethora of misinformation, conspiracy theories, and fake
news — people constantly need to distinguish trustworthy
information from them [45]. In addition, a more sensation-
alistic and politically biased coverage led by competitive
business and a polarized political environment has further
eroded audiences’ trust in media [9], [10]. Collectively, these
factors have molded a loaded and polluted infosphere
where information is often met with skepticism [10], making
journalism’s role as information gatekeeper more important,
yet increasingly challenging.

News Personalization: To counter the enormous vol-
ume and multiplicity of information that overwhelms audi-
ences, tech companies like Google and Meta (Facebook) are
spearheading efforts to deliver tailored news content using
personalization algorithms fed by user data [37], [46], [47].
Personalization has grown popular among news publishers
as well [48], worrying scholars as it could largely reduce

serendipitous news discovery and exposure to alternative
viewpoints [37], thus exacerbating the “echo chamber” phe-
nomenon [36], [37], [38]. While other researchers have pre-
sented counter-evidence [49], [50] or advocated the positive
impact of news personalization [48], its potential to regulate
people’s belief systems and social influence has attracted
wide attention from researchers in different fields.

Apart from the aforementioned changes, generative AI
systems (e.g., large language models) and their applications,
with their rapidly evolving ability to perform tasks once
within the purview of journalists, have started to exert a per-
vasive influence on journalism and our society as a whole.
The ensuing transformation is unfolding before our eyes
and carries great potential to revolutionize journalism anew.
On the one hand, it is foreseeable that such AI applications
(e.g., ChatGPT) will be capable of assisting journalists with
many tasks, particularly text content generation. On the
other hand, this generative AI could exacerbate information
pollution by reducing the cost and time to produce misin-
formation/disinformation.

Regardless, further systematic investigation is needed to
identify the emerging challenges and opportunities as well
as the long-term effect generative AI technologies pose to
journalism and the journalistic environment.

3.2 Understanding Journalism’s Computational Turn

Like many other fields, journalism has embarked on its own
journey of computing innovations to accommodate its mul-
tifaceted shifts. According to Coddington’s typology [51],
its computational practices have occurred in different forms:
computer-assisted reporting, data journalism, and computa-
tional journalism.

Computer-assisted Reporting (CAR): With pioneers like
Philip Meyer [12], [54], CAR marks the entry of computing
into journalism. CAR journalists transitioned from main-
frame machines to personal computers, from simply sorting
numbers or searching for information to more sophisticated
database management and statistical analysis. Particularly,
CAR enriched the content and boosted the credibility of
investigative journalism [51]. Combined with the emergence
of the Web, CAR evolved into its second generation. On
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Forms Perspectives

Computer-assisted
Reporting (CAR)

- associated closely with professional investigative reporting [51], [52], [53]
- leverages scientific methods and statistics to enhance journalism’s credibility [12], [51], [54]
- harnesses the computer’s power to manage data, conduct statistical analysis [12], [51]

Data Journalism

- places data as an information source [55] and a core in the journalistic workflow (curation, analysis,
communication, etc.) [51], [52]
- develops news applications that allow readers to access and explore data [55], [56], [57]
- democratizes journalistic resources, tools, and methodologies [58] and invites non-journalists to
participate in public data-driven analysis and communication [51], [58]

Computational
Journalism

- leverages computer’s processing capabilities to aggregate, automate, and abstract information [59],
make sense of information, and free journalists from low-level work [60]
- critically examines computation’s influence on journalism practice, content, and reception [53], [61],
with a focus on transparency and accountability of journalism’s algorithms [62], [63]

TABLE 3: Journalism’s Computational Practices and Their Perspectives

the one hand, more general journalists began to acquire ba-
sic computer-based skills and technologies for information
gathering; on the other hand, those CAR pioneers embarked
on more sophisticated tools for data gathering and statistical
analysis. The latter form arguably evolves into the con-
temporary approaches: data journalism and computational
journalism [51], [52].

Data Journalism: The relationship between data jour-
nalism and CAR also remains debated [64]. Bounegru [58]
suggests two main differences between them. One lies in the
role of data in news production — CAR stresses using data
as a means to enhance reporting with a focus on journalistic
tasks, while data journalism emphasizes data itself and its
function within the whole journalistic workflow. Another
difference lies more in the overall data environment — CAR
took place when digital data was scarce, and journalists
needed to actively seek information to answer their ques-
tions, whereas now, a vast amount of data has overwhelmed
us, and making sense of it comes as a priority [58]. Data
journalism has also delved into broader journalistic prac-
tices, while CAR is more rooted in investigative journal-
ism [51]. Parasie and Dagiral suggest that data journalism
challenges traditional CAR’s epistemological model as it
attempts to decentralize the construction of moral claims
using data analysis and consider readers as “legitimate and
active contributors” [65]. It echoes Holovaty’s early calling
for journalism to abandon “the story-centric worldview” and
accept computer programming as a form of journalism [57].

Despite that scholars and practitioners championing its
importance in today’s society due to an array of benefits,
including its capability to shift journalistic context, foster
the development and application of news apps, and fa-
cilitate trustworthy journalism [55], [56], data journalism
encountered its obstacles, evidenced by the shutdown of the
EveryBlock due to its inability to engage audiences — “pages
of data weren’t enough to engage the public on their own” [55].
As Kovach and Rosenstiel [38] remark, “Journalism must
make the significant interesting and relevant” and “Engagement
should be seen as being part of journalism’s commitment to the
citizenry”, while traditional journalists rely on instinctive
judgments and superior writing, data journalism starts to
seek for solutions from information and HCI studies [66].

Computational Journalism: Computational journalism
has emerged as an academic field to investigate how to

advance news gathering and improve journalism workflow
via computational technologies [67]. Hamilton and Turner
define computational journalism as “the combination of algo-
rithms, data, and knowledge from the social sciences to supplement
the accountability function of journalism” [68]. Cohen et al.[69]
prioritize computational tools that can boost journalistic
accountability and bring positive social impact. Researchers
in this field have proposed refined conceptions and focus:
Diakopoulos suggests that computational journalism focus
on the processing capabilities of computing, notably, the
capabilities to aggregate, automate, and abstract informa-
tion [59]; Flew et al. [60] underscore computational jour-
nalism’s aim to facilitate sensemaking in journalism and
its capability to free journalists from the low-level work
(i.e., discovering/obtaining facts) as well as enhance user
engagement and enable richer user interaction with news
media. Thurman [53] notes that the scope of computational
journalism has expanded over the years, with an emphasis
on human-centric considerations and examining the use of
technological artifacts and influence in journalism [70].

3.3 Roles for Computing in Journalism
Schudson lists six functions journalism has served, partic-
ularly in a democratic society: informing the public, in-
vestigating to keep power accountable, analyzing to help
citizens comprehend a complicated world, promoting so-
cial empathy to allow other viewpoints to be appreciated,
providing a public forum for dialogue among citizens, and
mobilizing people to support certain programs [71], [72],
[73]. Our previous discussions suggest that there are various
angles for computing to support such functionalities and
respond to the challenges we identified in Table 2: techno-
logical advances to make certain tasks possible, HCI per-
spectives to accommodate the specific needs of journalists,
information and communication perspectives to understand
news/information experience and how information dis-
seminates, and critical lens to examine technology’s social
impacts. Drawing on Abebe et al.’s discourse on roles for
computing in social change [74], we summarize six roles that
computing plays in journalism that go beyond the general
use of technology (e.g., smartphones, search engines) and
explain their respective emphases:

Communicator — Computer-enabled artifacts that
communicate (i.e., engage/inform/affect) insights or narra-
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tives to audiences. Such artifacts underscore computing’s
contribution to enriching news content. They range from
simpler multimedia news [44] to more sophisticated inter-
active content (e.g., data-driven stories) [30]. The latter are
mostly products of interactive journalism or data journalism
and inherit their characteristics and ethos. Computing as
Communicator concerns the design of information products
for the public that can better inform and engage them.

Facilitator — Tools that facilitate news production,
including news gathering, filtering, fact-checking, and par-
ticularly, content authoring. In its broader sense, Facilitator
could encompass computational applications that facilitate
various responsibilities throughout the news production
pipeline, from handwriting transcription [9], [68] to data
wrangling (e.g., Google Refine) [69]. The rise of interactive
content and enriched media types is challenging the long-
standing supremacy of written text, compelling journalists
to rely more heavily on technology to create computer-
enabled content. Hence, we focus on a more specific in-
terpretation of Computing as Facilitator, which attends to
journalists’ growing demands to create enriched journalistic
products (e.g., narrative visualization) by facilitating the
authoring process. Moreover, it is important not to disre-
gard independent/citizen journalists, who are increasingly
assuming an important authoring role.

Analyzer — Tools that assist in exploring and making
sense of information, such as extracting salient information,
deriving statistical characteristics, inferring trends, and
constructing insights/narratives. While Analyzer can be
considered a specialized type of Facilitator that assists in
data analysis, we classify it as a separate category. Such tools
have existed since the early days of CAR and have been
adopted by data journalism and computational journalism
in their respective ways. Computational journalism’s per-
spective focuses on aiding journalists with analytical activi-
ties, such as combining information from various sources,
extracting information, and exploring and mining docu-
ments [68], [69]. One specific example that Cohen et al. men-
tioned is to analyze and visualize the relationships among
entities across a document collection [69]. Data journalism’s
perspective seeks to provide the public with analytical tools
to interrogate data and develop their own interpretations.
Well-known examples include data dashboards appearing
on news websites. In this context, computing’s role as an-
alyzer can overlap and be blended with its role as commu-
nicator. Computing as Analyzer cares about helping both
journalists and their audiences better analyze information
and obtain insights and how to make analytical activities
more engaging when facing the public.

Public Forum — Digital platforms and mechanisms
for dialogue among the public and serving as a common
vehicle for perspectives of different social groups. Kovach
and Rosenstiel state that “journalism has always been a forum
for public discourse” since its origin in the Greek marketplace,
but today, this role is largely filled and failed by social
media as they enable bad actors to “distort, mislead, and
overwhelm” [38]. Allowing audiences to comment has been
the primary practice for news organizations to fulfill this
functionality in the digital era [35], [75]. But the emergence
of participatory journalism and enriched content further
complicates this functionality. For example, how could com-

puting facilitate and elevate public discourse around a
COVID data dashboard and drive data-driven conversa-
tions? Such emerging topics continue to await investigation.
Computing as Public Forum focuses on news platform
designs that adapt well to new media forms and enable
more coherent and elevated public discussions.

Automator — Computational technology (e.g., algo-
rithms) that automates journalistic tasks (e.g., news deliv-
ery, content creation). Automator includes personalization
algorithms [37], [62], algorithms that auto-generate con-
tent/insights [76], [77], and algorithms that alert journal-
ists/audiences about emerging events/news, etc. In partic-
ular, automated journalism that transforms structured data
to publishable news stories using programs/algorithms has
gained momentum recently, due to its potential to generate
news content in scale and in a faster, less-biased, less error-
prone manner [77]. News magnates such as the Associated
Press have already been publishing automated news con-
tent [77], [78]. Furthermore, generative AI systems have
certainly fueled the development of Automator applica-
tions. Computing as Automator offers an alternative news
production paradigm by freeing journalists from tedious,
often low-level tasks. Although it simultaneously brings
complicated social and economic considerations.

Auditor — Technology that uncovers the effect of
algorithms and audits news credibility and biases. As
algorithms have infiltrated more facets of journalism, re-
searchers in computational journalism started to advo-
cate investigations of algorithmic accountability and trans-
parency [62], [63], [79] and using computing as diagnostic
device [61]. Another approach is to employ computing tech-
nology as a safeguard against misinformation. Lazer et al.’s
Science article identifies two categories of intervention —
individual empowerment and platform-based detection and
intervention [80]. Computing as Auditor offers the potential
to detect algorithmic biases and audit single/collective news
content for credibility in a more ubiquitous manner, thus
empowering individual readers in today’s overloaded and
polluted infosphere.

4 CONTEXTUALIZING THE VALUE OF VISUALIZA-
TION IN JOURNALISM

The previous section builds up to computing technol-
ogy’s six roles in journalism and their emphases. In this
section, we explore how data visualization can serve these
roles and provide its unique set of values to journalists and
audiences from the perspectives listed in Table 3. To achieve
that, we first explore the fundamental values ascribed to vi-
sualization by researchers/practitioners as a starting point.

4.1 Discourse on the value of visualization

Data visualization is often touted for its value in amplify-
ing human cognition, such as expanding working memory,
enhancing pattern recognition, and making information ma-
nipulable [81]. Norman suggests that visual representations
can largely impact how efficiently we perform tasks [82].
Fekete et al. focus on knowledge generation and propose an
economic model that defines the total cognitive benefits [83].
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Fig. 2: Propositions for visualization with respect to computing’s roles in journalism

Stasko remarks that the merit of visualization lies in its
capabilities to minimize the time people need to understand
the overall essence of data or discover insights about the
data, and with greater confidence [84]. He also emphasizes
the importance of interaction to these values, concurring
with Elmqvist et al.’s referring to interaction as “the catalyst
for user’s dialogue with data” [85].

The visualization community has reflected on its roots
in computer science and its tradition of supporting informa-
tion workers with well-defined analytical tasks. Traditional
visualization research often adopts a utilitarian view that
focuses on efficiency, insights, and comprehension [86]. The
utilitarian view sees the functional side of visualization and
worries about aesthetics undermining this functional value,
while the aesthetic view sees its artistic side and fears that
functional foci could bore or even intimidate an audience.

Over the years, visualization researchers have explored
the values of visualization using alternative lenses. For
example, Pousman et al. proposed a new subdomain termed
“Casual InfoVis”, differentiating it from the traditional view
of visualization interfaces in four aspects: user population,
usage pattern, data type, and insights [87]. They expanded
the traditional view of visualization for analytic insight, stat-
ing that casual visualizations add awareness insight, social
insight, and reflective insight. In other words, casual visual-
izations can provide information that is less crystalized but
“subtly useful”, information that improves understanding of
a “social group and one’s place in it”, and information that
support “self-contemplating one’s personal and idiosyncratic
thoughts” [87]. Building off Casual InfoVis, researchers have
sought to understand the broader value of visualization
in a leisure context. Danziger [88] advocated “Information
Visualization for the People”, emphasizing regular people’s
growing needs to make sense of information in everyday
life. Sprague and Tory [89] explored people’s casual encoun-
ters with visualizations and uncovered their motivations
for using visualization beyond the utilitarian view, includ-
ing entertainment, curiosity, and social activities. More re-
cently, researchers started focusing on emotional responses
or affective effects of visualizations, particularly those for

communicative purposes [86], [90], [91], [92]. Such affective
influences are tied to the aesthetic value of visualization.

In journalism, visualization is beautifully referred to as
“the functional art” by Cairo [93] as it often embodies both
functional and artistic values. Though Cairo acknowledges
that journalism has a long history of treating infographics as
“mere ornaments” that attracts audiences and underestimates
their functional value. Cohen concurs by stating that the
core value of journalistic visualization is “deeply rooted in
measurable facts” and provides that it “offers a tantalizing
opportunity for storytelling that is above all driven by facts, not
fanaticism” [94]. Data visualization has evolved well beyond
static infographics — its aesthetic values and functional
values do not have to be encapsulated within static views
simultaneously . A comprehensive understanding of how to
leverage its aesthetic value to enhance its functional value
is a key for visualization to better support journalism —
the exquisiteness of well-made visualizations can enthrall
audiences, and that is “a valuable social currency for sharing
and attracting readers” [94].

4.2 Implications of the Six Roles for Visualization

One seemingly cogent question is how do these values of
visualization relate to computing’s six roles in journalism?
And how can visualization better support or be supported
by these six roles?

First, it is helpful to distinguish journalistic content cre-
ators from recipients (we choose it over journalist/audience
classification since journalists can be information recipients
and ‘audiences’ are able to create content in today’s par-
ticipatory environment). Journalistic content creators are
information workers and need to accomplish comparably
crisp tasks such as gathering, filtering, and analyzing raw
information and then weaving insights and narratives into
a journalistic product. These tasks align better with the
functional value of visualization. Recipients, contrastingly,
do not necessarily need to engage in these tasks — their en-
counters with visualization are leisure and loosely bounded,
thus fitting better with the Casual visualization notion.
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Fig. 3: An ecological model for mapping computing in contemporary journalism. This model consists of two primary
processes: the news production process that roughly equates to Lee et al.’s storytelling process [18] and the news
consumption process. During the production process, creators explore and analyze data using Analyzers (e.g., visual
analytic systems), organize story pieces, then produce journalistic products using Facilitators (e.g., visualization authoring
tools). The resulting products are Communicators, including infographics, narrative visualizations, or even data videos.
Automators also have the potential to complete this process by generating journalistic content directly from structured data.
The news consumption process starts when audiences encounter these products and decide to engage. Such engagement
with visualization can provide casual (i.e., awareness, social, reflective) insights, curiosity, or simple entertainment. Recent
data-driven storytelling that employs interactivity enables audiences to dive further and engage in preliminary exploration,
invoking visualizations’ value as Analyzers. In today’s participatory environment, if a Public Forum (participatory
opportunity) is provided, interested audiences can easily transition into the creators’ role, triggering further analytical
engagement and completing the circle.

Second, journalism is a type of public communication
— the social influence should not be overlooked, especially
in the increasingly participatory journalism environment.
Therefore, we propose to borrow Domingo et al.’s theoret-
ical model on inclusive public communication and derived
analytical grid (access/observation, selection/filtering, pro-
cessing/editing, distribution, interpretation ) [27] as a lens.

Conventionally, visualizations are often employed in
journalism as Communicator — journalists use visualiza-
tions, often static infographics, to aid their traditional sto-
rytelling that “seldom lets audience explore, but explains and
conveys ideas already thought out” [95]. But the emerging
data journalism has shifted such ethos by unleashing a

certain level of exploratory freedom to audiences. Result-
ing visualization products include data dashboards, which
allow the public to explore and analyze data indepen-
dently, and data-driven stories, which integrate visualiza-
tion’s exploratory and explanatory power [96] to “lead
readers towards a valid interpretation of underlying data” [16].
The former is a public-facing Analyzer, and the latter is
a hybrid of Analyzer and Communicator. Journalist-facing
visualization Analyzer also deals with unstructured and
textual data. For example, scholars and practitioners [53],
[69] have highlighted visual analytic tools like Jigsaw [97]
and Overview [98] that can mine insights from documents.
Facilitator in this context aims to facilitate the creation
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of visualization artifacts. Mainstream generic tools like
ManyEyes [99], Tableau [100], and Datawrapper have been
underlined by scholars from both fields [68], [69], [101],
[102]. However, both parties acknowledge the demands
for more appropriate tools that support and accommodate
journalism’s workflow [69], [102].

The linkages between the other three roles (i.e., Public
Forum, Automator, Auditor) and visualization have mostly
remained modest in practice and experimental in research.
While these three roles are not traditionally associated with
data visualization, their growing importance drives us to ex-
plore and investigate their potential marriage, benefits, and
consequences. To strengthen the existing roles (i.e., Com-
municator, Analyzer, Facilitator) and explore new roles (i.e.,
Public Forum, Automator, Auditor), we offer our proposi-
tions with respect to each role (Figure 2) and map them onto
an ecological model (Figure 3) that takes into account the
distinction of news creators and recipients, visualization’s
analytical and casual values, and Domingo et al.’s public
communication model [27].

5 RESEARCH TOPICS AND AGENDAS

In this section, we present and discuss seven research
topics and their subtopics at the Journalism-Visualization
intersection. These topics are distilled from the propositions
and the ecological model we proposed. For existing roles,
we contextualize recent visualization research and explain
how it can contribute. For unexplored roles, we point out the
research gaps and speculate on potential research directions.
By doing so, we intend to provide a map for future visual-
ization research to position itself and inspire investigations
beyond current mainstream practices.

5.1 Facilitating Data Communication

Subtopic 1.1: Facilitate Narrative Visualization Author-
ing (Facilitator)
Agenda: Support sophisticated and expressive narrative
visualization creation while lowering the barrier
Literature: [103], [104], [105], [106], [107], [108], [109], [110],
[111], [112]

Supporting more sophisticated and expressive interac-
tive visualization creation while lowering the barrier for
data visualization authoring has always been a central focus
for visualization researchers. Visualization researchers have
explored different forms of tools to author engaging nar-
rative visualizations. For example, SketchStory [104] allows
users to sketch narrative visualization in a freeform way
with pen and touch interactions. Ellipsis[113] decouples nar-
rative structure from visualization creation and allows users
to create visualization scenes, add annotations and organize
storylines. Recent tools like Lyra [105], Data Illustrator [106],
and Charticulator [107], focus on expressive authoring and
distinguish themselves from prior template editors and shelf
constructions (e.g., Tableau). According to Satyanarayan et
al. [114], such authoring tools, including subsequent Lyra
2 [108] and Data Animator [109], often assume authors’
familiarity with computational thinking and are already
acquainted with datasets [114]. Journalists’ interests tend to

align with the general direction of research on visualization
authoring tools — to lower the threshold (e.g., reducing
programming, data wrangling) and raise the ceiling (e.g.,
improving expressiveness) [114]. Idyll Studio [110], based
on the Idyll markup language [115], exhibits great potential
by lending authors the freedom to write texts and binding
texts with data and variables. Its WYSIWYG-style interface
resembles journalists’ writing environment. It also supports
Vega-Lite [116] charts and dynamic layouts and reactive
triggers that can support techniques like scrollytelling. Fur-
thermore, CrossData [111] automates the establishment of
connections between textual content and underlying data,
streamlining the process of authoring data articles. Data-
Particles [112] also leverages such latent connections to fa-
cilitate authors to create animated unit visualization, further
extending the expressive capabilities of such visualization
authoring tools.

Subtopic 1.2: Bridge the gap between exploration and
presentation (Facilitator)
Agenda: Allow journalists to visually explore data, obtain
insights, then organize the insights into engaging visual
presentations (e.g., narrative visualization) in a more effi-
cient and seamless way
Literature: [117], [118], [119]

A salient feature of journalists’ information intermediary
role is that they need to perform both analytical and commu-
nicative tasks. Journalists are usually knowledgeable of their
domains but less data-savvy. Therefore, data acquisition and
wrangling can prevent them from adopting information
tools — traditional journalists are more likely to interact
with information tools through direct manipulation [120]
to find insights and construct narratives [117]. Narrative
visualization authoring tools like Ellipsis [113] and Idyll
Studio [110] do not take data analysis into consideration.
Recently, visualization researchers have advocated a more
seamless and integrated authoring pipeline [18], [117], [118],
[119] where users can perform exploratory data analysis to
discover insights and narratives, then organize them into
narrative visualizations by manipulating layouts, annotat-
ing, highlighting, or even re-configuring visual elements.
Such integration presents new challenges and opportunities.
Gratzl et al. propose the CLUE model, aiming to integrate
data exploration and presentation by capturing provenance
data during exploration and then apply such provenance
data to presentation [118]. However, visual encodings opti-
mized for exploratory purposes are not necessarily optimal
for communication. Chen et al. propose a different approach
by inserting a story synthesis phase between analytics and
storytelling. It enables users to arrange and aggregate story
slices and add annotations and visual linkings [119]. In
journalism, the data exploration and insights finding can
be messy — narratives may come from different views and
datasets across different visual analytic systems, and their
story authoring often demands originality and creativity.
It is worth exploring how to support such demands while
respecting the underlying data and relationship.

This article has been accepted for publication in IEEE Transactions on Visualization and Computer Graphics. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TVCG.2023.3287585

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 10

Subtopic 1.3: Enable, facilitate, and understand data-
driven commenting (Public Forum)
Agenda: Enable audiences of data story/dashboard to
comment with data-driven insights (i.e., their find-
ings/interpretations from interacting with dashboards),
design interactive mechanisms to facilitate such data-
driven dialogues among commenters, and study its in-
fluence on data-driven public communication
Literature: [14], [99], [117], [121], [122], [123]

While data-driven storytelling combines data explo-
ration with data communication through interactivity and
is equipped with novel techniques to keep audiences en-
gaged, we have yet to see platforms that facilitate audiences
participating in data-driven dialogues. By data-driven di-
alogues, we mean activities in which audiences comment
and interact with others using their own analytic insights.
Commenting is among the most used feature to foster user
input in online journalism, especially when it comes to
controversial topics such as politics [123]. Surveys [122]
show people comment on the news to express emotion or
opinions, add information or correct misinformation, par-
ticipate in debates, etc. In a traditional textual environment,
it is a relatively balanced communication for audiences to
respond with texts. When arguments are accompanied by
visual support, researchers have observed that comments
tend to be more analogous and supportive [117]. Although
it could be a sign of improved credibility, it can also
be interpreted as suppression of counterarguments. Data
visualization’s effect on audiences’ commenting behavior
remains understudied. How can we facilitate better data-
driven conversational experiences for audiences? The Mar-
tini Glass structure suggested by Segel and Heer [14] can
potentially prompt readers to explore, but readers still lack
an interactive mechanism to facilitate effective exchanges
of the analytic insights they discover. Viegas et al. [99]
discusses ManyEyes’ social features — it not only allowed
users to comment underneath visualizations and datasets
but also enabled them to “snapshot” a visualization’s state
or include graphical annotations into their comments. Hull-
man et al.’s study on visualization blog comments discusses
the possibility of more sophisticated commenting interfaces
that support functionalities such as comment-presentation
linking [121]. We envision further research in this direction,
including exploring the design space for data commenting,
developing prototypes to enable data commenting activities
(e.g., linking “states” of a COVID dashboard to readers’
comments and allowing others to access quickly), and field
deployment to investigate their impact on public data dis-
cussions using such prototypes.

5.2 Understand Visualization Dashboards on News
Websites

While the previous subsection primarily focuses on the
technical perspective, this subsection places emphasis on
empirical knowledge concerning current practices and de-
sign knowledge aimed at improving existing technology,
specifically regarding visualization dashboards.

Despite the widespread presence of visualization dash-
boards across different industries, it is only recently that

they have begun to enter our daily lives. An unprece-
dented amount of visualization dashboards have been pro-
duced to combat the COVID-19 pandemic [124]. They have
played a vital role in assisting both top-down policymakers’
decision-making and informing the public about the situa-
tion from local to global levels, thus altering our awareness
and behaviors [13]. The importance of well-designed data
dashboards cannot be understated in this misinformation-
flooded era. News organizations, represented by the New
York Times, have contributed a significant portion of these
dashboards. Such visualization dashboards as news appli-
cations have become a predominant form of data journal-
ism [30], [55], [56].

Subtopic 2.1: Investigate how visualization dashboards
are created and used as a form of journalism (Analyzer,
Communicator)
Agenda: Empirically investigate how visualization dash-
boards are designed and implemented by news organiza-
tions and used by news readers and other stakeholders
(e.g., participatory journalists)
Literature: [13], [125], [126], [127]

Visualization researchers have recently studied how
dashboards are designed and used in the wild. Through
their case survey and literature review, Sarikaya et al. [125]
characterize and organize 15 factors into categories, in-
cluding purpose, audience, visual & interactive features,
and data semantics. They also advocate for visualization
researchers to engage with users in the wild and sys-
tematically study dashboard design and implementation.
Zhang et al. answer their calling by interviewing people
involved in the COVID-19 dashboard design & creation
process [13], including those from news organizations. Their
study highlights the entangled relationships among ac-
tors and suggests a sociotechnical perspective for future
investigation. Bach et al.’s recent design workshop offers
insights on dashboard design patterns and tradeoffs [127].
Such empirical studies can deepen our understanding of
design knowledge, stakeholders’ practical pain points, the
relationships among actors and technologies, and the role
that visualization dashboards play in a larger social context.

An operationalizable contribution is design guidelines
for public-facing visualization dashboards. Design guide-
lines for other users (e.g., analysts, domain experts) are
often crisp and tailored for a set of design requirements.
Design practices often require designers to “know your au-
diences”. When it comes to the public, audiences are so
diverse that designs are often geared toward the majority,
marginalizing other groups. How could interactive visu-
alization dashboards benefit more groups? We envision
more flexible, customizable, and adaptable design guide-
lines as Sarikaya et al. advocate [125]. Also, evaluating
visualization artifacts has already been a big challenge
in the visualization community [128], let alone evaluating
tools that are public-facing. In-the-wild, long-term evalu-
ation methods like the multi-dimensional in-depth, long-term
case studies (MILC) method [129] proposed by Shneiderman
and Plaisant could offer inspiration for future research to
develop public-facing evaluation methods.
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Subtopic 2.2: Explore the design space of engaging casual
audiences into analytical tasks (Analyzer)
Agenda: Use design studies as knowledge production
devices to understand how different visual/interaction
designs impact different audiences’ transition from casual
engagements into more analytical ones
Literature: [130], [131], [132], [133]

Visualization dashboards are at their best when the
power of interactivity can be fully wielded by their users.
But as noted by multiple studies [126], [134], the usage of
interactivity in online news is an “uncomfortable myth” [134].
Then how can visualization and interaction design better
engage and encourage audiences to interact and conduct
analysis? A suitable approach to investigate such topics
is through design study. In visualization research, a design
study investigates a real-world problem and its context,
design and develops a visualization system solution, vali-
dates design choices, and reflect on lessons learned [130],
[131]. The resulting artifacts are usually visualization pro-
totypes and design guidelines, which can be valuable for
data journalists to borrow and follow. There is a disparity,
however — data journalists desire to inform the public who
have greater variance in data literacy, prior knowledge,
and intention, while visualization design researchers have
specific domain experts in mind and would prefer crisp
domain tasks [135]. Meyer and Dykes’s renewed discus-
sion on design study draws on Research through Design
(RtD) [132], [133] and emphasizes reflectively generating
knowledge about “the complex, messy, nuanced, and evolving
relationships of people with data and technology” through visu-
alization design [131]. For design studies to benefit public-
facing data journalism, visualization design researchers can
explore visual/interaction design space with our ecologi-
cal model (Figure 3) in mind, which means considering
recipient’s’ encounters with dashboards casual and incen-
tivize their analytical engagement and possible transition
into creators’ role. Such design studies should shy away
from a full “utilitarian perspective” that aims at “the most
effective” solutions and “in-lab” user studies that often omit
the connections among different stakeholders. Instead, de-
sign researchers can intentionally produce insights through
different visual/interaction designs and gather long-term
user feedback from different social groups.

5.3 Integrate Interactive Visualization with New Media

Subtopic 3.1: Facilitate data video authoring and aug-
menting (Facilitator)
Agenda: Facilitate data video authoring and presentation
and augment video with visualization and novel interac-
tions
Literature: [14], [136], [137], [138], [139], [140]

The importance of video content in journalism can-
not be overstated. The emergence of short-form video
platforms (e.g., TikTok) has taken its importance to an
unprecedented level [140]. Segel and Heer [14] include
Film/Video/Animation as a basic narrative visualization
genre. Nevertheless, integrating data visualization into
videos requires tremendous effort and skills, along with
a plethora of tools [136]. Visualization researchers have

made attempts to address these challenges. One route is to
develop tools that directly facilitate data video authoring.
For example, Amini et al. developed DataClips [136] to
consolidate these creation tasks into one tool, significantly
reducing the production efforts and time while maintaining
similar quality similar to professional editing tools. Recently,
Shin et al. developed Roslingifier [138] to semi-automate
the data presentation. Another route is to augment existing
video footage with visualization. It is commonly seen in
content-focused journalism domains, such as sports. Sports
journalists and analysts frequently need to employ analytics
to tell a narrative [117]. Besides the efforts from commercial
companies, Chen et al. have done extensive work on this
front. They developed VisCommentator [137] and Sporthe-
sia [139]. The former takes raw video footage and extracts
data via an ML model, allowing users to interact with ob-
jects in the video and select the data to visualize. The latter
further eases the creation process by supporting natural lan-
guage control by leveraging NLP techniques. Furthermore,
Lin et al. recently developed Omnioculars [141], which
embedded interactive visualizations into in-game video,
extending visualization’s potential to augment broadcasting
and situated in-game journalistic analysis.

Subtopic 3.2: Visualization for live streaming (Facilitator,
Communicator)
Agenda: Design expressive spectator interfaces for mobile
device interaction and study their adoption and effects
Literature: [142], [142], [143], [144], [145]

Live streaming has recently emerged as a popular form
of social interaction, and many journalists have adopted it
as a way to do journalism. Visualization in a broadcasting
setting is not a new thing — news TV channels have been
using interactive dashboards on multiple occasions (e.g.,
CNN’s Magical Wall, ESPN). Online streaming allows more
journalists to participate in this type of communication,
which Wattenberg describes as “one person will be active,
controlling the input, while others in the group will act as specta-
tors” [142]. He calls such interactive visualizations the “Ex-
pressive Spectator Interface.” Online streaming revitalizes
an old design challenge for HCI — “designing the spectator
experience” [146]. From a sole interface design perspective,
as online streaming tends to happen on the mobile end, we
speculate that it poses new research questions that align well
with recent visualization research concerning visualization
on mobile devices and multi-modal interactions for data
visualization [143], [144], [145], though audiences’ willing-
ness to spectate and journalists’ needs for such interfaces are
subject to future investigation.

5.4 Support Journalists’ Analytical Tasks through Vi-
sual Analytics

Subtopic 4.1: Support data-driven narrative construction
(Analyzer)
Agenda: Design and develop domain-driven visual an-
alytic systems that help journalists uncover novel data-
driven storylines from a growing amount of domain data
and analytics
Supporting Literature: [117], [147]
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As more domains are becoming data-driven, journalists’
demand for analytics and visualization tools to uncover
novel narratives has grown in parallel, particularly within
areas that have an abundance of data and analytics, such
as finance and sports. For example, sports journalists in-
creasingly rely on analytics to construct novel and credible
narratives, and interactive visualization offers a way to
rapidly obtain analytical insights and engaging visuals for
their storytelling [117]. Zhi et al. [147] investigated how
sports writers and fans can both benefit from interactive
visualization to access statistics. Fu and Stasko [117] took
consideration of the shifts triggered by sports analytics
and developed two visualization systems tailored for bas-
ketball journalists/analysts to explore data and obtain in-
sights [117]. Assisting them in such endeavors would re-
quire a deeper understanding of both journalists’ narrative
construction, workflow, and the characteristics of domain
data/analytics. As such, contributions of such design study
include formative investigation to identify domain jour-
nalists’ analytical tasks, visualization prototypes that lead
to rapid analysis, novel/interesting storylines, and visual
representations that can be incorporated into stories and
insights about how such interventions impact journalists’
and their audiences.

Subtopic 4.2: Support document investigation through
visual analytics (Analyzer)
Agenda: Simplify the use of such systems; reduce data
wrangling; support flexible data import, integrate new
text mining techniques; support evidence marshaling
Literature: [97], [98], [148], [149], [150]

From early CAR to recent computational journalism,
investigative journalists employ various computational ap-
proaches to perform their watchdog duties. Assisting them
in making sense of quantitative data can certainly lead to
valuable storylines, as we discussed, but here we intend
to highlight another approach that is in line with tradi-
tional investigative tasks — finding leads for stories from
large numbers of textual documents. Modern-day text min-
ing/analytics technologies, notably natural language pro-
cessing (NLP), have allowed the transformation of unstruc-
tured textual data into more structured, analyzable data,
extending visualization’s capability to represent qualitative
information and help make sense of it. A cluster of visual-
ization research has been dedicated to mining insights from
a large corpus. Jigsaw [97], [148], for example, leverages
visual analytics to aid investigative analysis. Jigsaw features
flexible data imports, entity identification, and a set of inter-
connected views to help analysts identify the connections
between entities in documents in order to glean a compre-
hensive understanding of the themes and patterns across
textual documents. Brehmer et al. specifically targeted in-
vestigative journalists and closely collaborated with them.
They developed multiple versions of Overview [98], which
led to nine published investigative stories. They studied
how journalists adopt Overview and suggested simplifying
the use and reducing data wrangling. For future research,
Görg et al. [149] reflect that data ingestion that supports
“flexible data import is challenging but vital” as documents to
investigate are in a great variety of sources, forms, and for-

mats. Another key is to integrate more advanced text mining
techniques that can improve entity identification [149]. Evi-
dence marshaling, a capability to support analysts in draw-
ing connections and adding annotations, was also proposed
to be included as an important feature [149], [150].

5.5 Visualization for Journalistic Translucence
In their prescient paper on designing digital systems that
support social processes, Erickson and Kellogg propose
three building blocks of social interaction: visibility, aware-
ness, and accountability [151]. They employ visualization
to address “blindness” in their demonstration application
“Babble”. Many online communities or conversations now
have built-in socially translucent structures or functional-
ities. Our digital blindness has been reduced to a certain
degree when it comes to awareness of other people’s pres-
ence and status. When it comes to our information ingestion,
however, our vision has seemingly become narrowed — in
today’s algorithm-pervasive information spaces, our vision
often zooms in on what is on our screens and tends to
lose track of information beyond that, which can impose
walls between algorithmically classified groups and lead to
further social fragmentation. As demonstrated by “Babble”,
visualization representations have great value in reification.
In other words, they make abstract information perceivable,
interpretable, and even actionable. Inspired by their work,
we propose to appropriate the concept of social translucence
in journalistic contexts — journalistic translucence that con-
sists of three aspects: making news personalization “visi-
ble”, raising awareness of journalistic content consump-
tion, and holding media content production accountable.
Achieving these goals, however, requires more sophisticated
computational support. Fortunately, the abundant data and
information extraction technologies (e.g., NLP, ML), along
with advances in information visualization, particularly in-
teractivity, provide the repertoire to make it possible.

Subtopic 5.1: Make news personalization “visible” (Au-
ditor)
Agenda: Leverage interactive visualization/visual ana-
lytics to interpret news personalization algorithms and
reverse engineer them to inform the public
Literature: [62], [152], [153], [154], [155], [156], [157], [158]

HCI researchers have explored the use of visualization to
raise news personalization awareness. For example, Eslami
et al. developed FeedVis [152], which employs straightfor-
ward views to demonstrate the proportion of news that
is shown or hidden by the algorithm and allows users to
adjust the algorithms based on authorship and story con-
tent. Their study also points out four paths to news aware-
ness. Additionally, leveraging visualization to enhance the
interpretability of AI and machine learning models has
been a recent trend and promising research area [153],
[154], [155], [156]. Inspired by this cluster of research, we
envision that visualization research can contribute in two
ways: within news organizations, where news personal-
ization algorithms are available to be directly audited, vi-
sualization can be applied to interpret and explain such
algorithms to decision-makers; for news audiences who do
not have access to such algorithms, visualization can help
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with “reverse-engineering” algorithms and informing the
public [62], [157].

Subtopic 5.2: Raise news consumption awareness (Audi-
tor)
Agenda: Combine personal data tracking, text analytics,
and visualization to raise individual readers’ awareness
of news consumption; potentially employ personal data
art to motivate them to explore and share with others
Literature: [159], [160]

People’s personal data has been used by media platforms
for personalization, but users themselves have very limited
access to their own data, let alone the tools to support
them in making sense of it. Recent trends, nevertheless, are
revealing people’s desire to better understand themselves
using the collection of personal data. Tech companies have
attempted to visualize users’ personal data for marketing
purposes. For instance, Wrapped, Spotify’s year-end visual
review of users’ music tastes, went viral and won Webby
People’s Voice Award for Best Data Visualization [161]. The
New York Times recently launched a similar endeavor —
Story Portrait, which generates a personalized and shareable
visual portrait of the headlines of the stories from the past
two years, with colors representing different sections [162].
The capabilities to track and collect personal news intake
can provide opportunities for readers to be aware of the
news they consume. Researchers in other areas have ex-
plored providing feedback to news readers about their
news consumption. For example, Munson et al. recently
developed Balancer [163], a Chrome Extension featuring
icons with minimum visualization. Their deployment study
suggests that showing aggregated feedback can nudge some
readers toward more balanced news consumption. As we
discussed, visualization researchers have created tools to
assist corpora analysis that could provide news readers with
more sophisticated insights beyond mere political stances.
We envision that to graft these techniques and tools onto a
journalistic setting requires further examination of how to
incite audiences’ curiosity and prompt them to explore, as
audiences do not have the motivation to expose themselves
to information outside their ideological niche. Considering
people’s favor for the aestheticization of personal data [159],
[160], data art could potentially engage audiences and pro-
vide motivations for them to explore and share.

Subtopic 5.3: Hold news production accountable (Audi-
tor)
Agenda: Leverage text analytics and interactive visual-
ization and adopt action research methodology to help
activists/advocacy hold news organization accountable
Literature: [164], [165], [166], [167], [168], [169]

Similar visual text analytics tools/techniques can be
used to examine individual/institutional news production,
potentially by social activists. News practitioners and ac-
tivists have made efforts and provided inspiration. For in-
stance, the Pudding recently published a visual essay titled
When Women Make Headlines [168]. They used data scraped
from Google News and leveraged gendered language, bias
calculation, theme dictionaries, and polarity analysis to
foreground the misrepresentation of women in the news.

Similarly, VisualizeNews combined NLP and intriguing nar-
rative visualizations to examine the press coverage of the
2019 Indian general election [166]. More serious democracy
activist efforts like Hamilton 2.0 Dashboard [167] have em-
ployed interactive visualization dashboards to demonstrate
analysis of narratives and topics promoted by state-funded
media. Research in this direction can potentially adopt ac-
tion research [164], [165], [169] as a methodology.

5.6 Combat Misinformation

“Fake news” is accelerating and impairing people’s judg-
ment of information, worsening the information environ-
ment for journalism, which is already suffering from trust
crises. Combating the scourge of misinformation is essential
to our society and has attracted serious attention from vari-
ous disciplines. Additionally, large language models have
the capacity to generate more persuasive misinformation
on a massive scale [170], highlighting the urgent need for
counteracting technologies.

Visualizations have been used to present the characteris-
tics of misinformation. For example, FakeNewsTracker [171]
employs visualization interfaces to demonstrate the fake
news they detect using machine learning models. Instead of
adding to this thread, here we identify three other directions
where visualization research can perform a larger role in
combating misinformation.

Subtopic 6.1: Visualization for investigating and commu-
nicating misinformation (Analyzer, Communicator)
Agenda: Leverage visual analytics to surface the trust-
worthiness and biases of news sources/content in order
to facilitate decision-making and fact-checking endeavors
and mitigate confirmation biases; employ narrative visu-
alization to communicate fact-checking results in a more
convincing and digestible way
Literature: [45], [80], [172], [173], [174], [175], [176], [177],
[178]

Fact-checking has a long history as a standard and es-
sential routine in the newsroom [45]. With the explosion of
misinformation, fact-checking has become increasingly chal-
lenging, yet critically important [80]. We identify two angles
to approach this matter with the assistance of visualization.
The first angle concerns the analysis of fact-checking. Fact-
checkers often need to examine different attributes of the
information [45], including entities, linguistic features (e.g.,
sentiment), and metadata (e.g., sources, timestamps). Visu-
alization possesses the capability to represent such high-
dimensional information and relationships among various
entities. Coupled with interactivity and analytics, it could
enable fact-checkers to label sources, claims, and relation-
ships more efficiently and with fewer biases. Visualization
researchers [172], [173], [174] have contributed tools and
designs to help investigate misinformation. Future research
can investigate fact-checking workflow and develop an-
alytic tools that empower them to rapidly check claims
against other statements/facts or quantitative data and
assess their credibility. In addition, techniques [177], [178]
used to surface analysts’ biases and promote self-awareness
can also be integrated into such fact-checking tools.
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The second angle attends to the challenge of communi-
cating results. Fact-checking websites adopt various ways
to present their verdict and analysis on claims/rumors,
including visual representations (e.g., PolitiFact’s Truth-O-
Meter [179]). Despite their efforts, delivering such verdicts
can be laborious and sometimes counterproductive if done
in a threatening manner [175], [180]. There are also ini-
tiatives aiming to make fact-checking more visible [45].
We speculate narrative visualizations, with their capabil-
ities to deliver sophisticated information in an engaging
manner, could support communicating fact-checking ver-
dict/analysis in a more digestible and transparent way
(e.g., demonstrating a verdict’s relationships with mul-
tiple sources supporting/refuting it). Another promising
approach is to employ visualizations to effectively com-
municate the verdicts on data-driven/statistical claims, as
visualization can potentially provide context for the data
claims and help audiences to comprehend the verdicts. Fu-
ture research can explore the design space and evaluate its
influence on audiences’ reception of fact-checking verdicts,
regarding aspects such as engagement and persuasiveness.

Subtopic 6.2: Detect visual deception (Auditor)
Agenda: Develop end-user tools (e.g., browser extensions)
that can detect visual deception/distortion and alert news
readers with annotations and visual augmentations
Literature: [181], [182], [183], [184]

While visualizations possess communicative and even
persuasive power, they can also be used for deception [181].
There are countless notorious cases from marketing com-
panies, news organizations, and government institutions —
even the White House posted a problematic chart on Twitter
recently [185]. Regardless of their intentions, it becomes
increasingly important to alert and inform the public about
potential visual deception. Visualization design guidelines
are often about “how NOT to lie with charts” [186], [187]
but in reality, people have so many incentives not to follow
them. More researchers have begun to focus on detecting
these “graphical lies.” Pandey et al. summarize popular
distortion techniques and their effect. They classify de-
ceptive visualizations into two groups: message exaggera-
tion/understatement and message reversal [181]. Hopkins
et al. create VisualLint to alert visualization designers about
such errors. McNutt et al. introduces a concept of “visual-
ization mirages” and suggests alerting readers to potential
issues [183]. Fan et al. developed a Chrome Extension that
automatically reads and annotates potential deceptions in
line charts, making such techniques more easily accessible
for readers [182]. This opens up future research possibilities
to broaden the chart types and increase accessibility.

Subtopic 6.3: Detect text-visualization misalignment
(Auditor)
Agenda: Develop end-user tools (e.g., browser extensions)
that can point out the misalignment between visualization
and text (e.g., titles, annotations)
Literature: [188], [189], [190]

Deception can also occur when visualizations do not
match the textual descriptions or claims in titles or anno-
tations. Borkin et al.’s experiment based on eye-tracking

suggests that titles and text can greatly impact how people
recall the gist of visualization [188]. Kong et al.’s studies
demonstrate that slanted titles and misaligned annotations
can mislead audiences’ interpretation of visualizations and
have more persistent impacts on recalling than visualiza-
tions do [189], [190]. They also suggest using algorithms
and NLP methods to combat text-visualization misalign-
ment and tools to foreground such misalignment and raise
readers’ awareness [190]. We anticipate that web browser
plugins capable of detecting and notifying readers of such
misalignment would come in handy, although it presents
technical challenges to improving the accuracy, and its im-
pact on reader experience needs further examination.

5.7 Automated Visual Stories and Insights (Automator,
Communicator)

Subtopic 7.1: Automate visual data story creation (Au-
tomator)
Agenda: Enable (semi-)automated generation of more so-
phisticated and engaging data-driven storytelling and un-
derstand readers’ perception of such automated content
Literature: [76], [77], [191], [192], [193], [194], [195]

Robot-generated news has its advantages when it comes
to speed, scalability, and even objectivity, but it often
lacks sophisticated narratives and has been deemed bor-
ing and technical [77]. HCI researchers have explored au-
tomated news content beyond just text. Oh et al. devel-
oped a system NewsRobot [192] that automatically gen-
erates different types (general/personalized) and styles
(text/image/sound) of news content using sports data,
and they used generated news as a probe to understand
audiences’ perception of different combinations of auto-
mated news. Visualization researchers have studied it from
a broader perspective — auto-insights, defined as “data
observations revealed by automation” by Law et al. [191].
Their review [191] found that only a few studies were
dedicated to automated data-driven storytelling. Systems
like DataShot [193], Temporal [194], and Calliope [195] are
pushing towards more sophisticated and engaging auto-
mated visual data stories while supporting human editorial
intervention. This direction still imposes great technical
challenges (e.g., extracting data insights, generating proper
visualization, linking texts to charts, supporting sophisti-
cated techniques like scrollytelling) and lacks design impli-
cations and understanding of audience perceptions.

Subtopic 7.2: Augment interactive visualization with
automated insights and guidance (Automator)
Agenda: Provide auto-generated insights and guidance
based on users’ interactions to help ordinary audiences
interpret data and visualization
Literature: [196]

With visualization dashboards permeating various areas
in journalism and reaching broader audiences, the pub-
lic’s need for assistance in interpreting these visualizations
and extracting insights also grows. Driven by commercial
companies like Automated Insights, multiple auto-insight
systems have emerged. Such systems use statistical models
to infer potentially interesting/relevant facts in the data
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and generate natural language to communicate them [196].
Srinivasan et al. discuss such template-based natural lan-
guage generation systems that assist users in visualization
interpretation. They introduce Voder, a system that automat-
ically generates data facts according to visualization and
links data facts to the visualization through visual embel-
lishments (i.e., opacity, regression lines) [196]. As they note,
such tools are still in their infancy and how to contextualize
them in journalism to benefit the audiences is still a target
for future investigation. Nevertheless, such systems offer the
potential to guide ordinary people in data exploration and
interpretation and ultimately increase their data literacy.

5.8 Topic Connections and Other topics

It is worth noting that not all of the topics we list are
independent. The ecological model (Figure 3) we propose
could help demonstrate their intricate relationships. Such
relationships can be synergistic — e.g., the relationship
between investigating misinformation and communicating
verdicts, two directions mentioned in Subtopic 6.1, can be
strengthened by a facilitating tool advocated in Subtopic
1.2. The relationships can also be antagonistic — e.g., au-
tomated visual storytelling technology discussed in Subtopic
7.1 could potentially weaken human-centric approaches as
it bypasses the topics associated with Analyzer (e.g., Subtopic
4.1 & 4.2) and Facilitator (e.g., Subtopic 1.1) and generates
Communicator with minimum human intervention.

In addition, our proposed set of topics is not intended
to be exhaustive. Our goal is to open up the possibilities
for this cluster of research. Other topics, such as playable
visualization [197], [198], immersive data-driven stories [199],
and archiving data-driven stories and apps [200], [201], [202],
[203], [204] are worthy topics that have been studied by
researchers and likely have applications in journalism.

6 REFLECTION

Although the main thrust of this paper is to explore the
broader role of visualization in journalism and thus provide
future agendas for visualization research to better assist con-
temporary journalism, our review of the literature on both
fronts indicates shared interests between the two research
areas and potential benefits for visualization research.

As Meijer [66] notes, journalism researchers have turned
to “news experience” and considered an “expressive” angle
to study journalism. Scholars have employed new concepts
and explanatory frames, including HCI studies and infor-
mation studies, to analyze topics like people’s experience
of information and how computing-mediated interactive
experience can alter audiences’ preferences, perceptions,
and experiences of news [66]. Such goals align well with the
visualization/HCI research, though they are likely to have
different foci. We advocate closer collaborations between
these fields. It can lead to a more balanced and heteroge-
neous perspective — visualization/HCI researchers tend to
lean towards a technological or cognitive science one while
traditional journalism study is dominated by a sociological
perspective [205]. For example, both sides have shown inter-
est in data literacy of the public — visualization researchers
may have a stronger interest in how it affects people’s

interpretation of different visual representations [206], how
to better design visuals and interactions for the public
with varying levels of data literacy, and how to improve
people’s data/visualization literacy [207], while journalism
scholars may focus on how data/visualization literacy im-
pacts public discourse and its implications for journalistic
products. Visualization research can provide devices for
data gathering and cognitive bases to explain high-level
social phenomena, while journalism study offers a holistic
social context to situate the generated knowledge and make
such knowledge more useful and actionable.

In addition to collaborating with journalism scholars,
visualization research can also benefit from working with
journalism practitioners. Apart from the fact that they are
top-tier stakeholders and hence the necessity to understand
their workflow and needs, another practical benefit is that
journalists can potentially increase the visibility and appre-
ciation of visualization outside the core visualization com-
munity, which has been advocated by some visualization
researchers [208]. The value of visualization is challenging
to perceive without “seeing it” or “interacting with it”,
especially for audiences less familiar with the affordance of
interactive visualizations and/or with limited data/visual
literacy. Journalists’ platforms, whether institutional or in-
dividual, can provide vehicles for visualizations to reach
broader audiences, increase the visibility of visualization,
and potentially improve the data and visual literacy of the
masses. Journalists are natural information transmitters —
assisting journalism in a broader way offers visualization
research a chance to increase its real-world visibility — not
only putting enthralling graphics in front of people but also
demonstrating to them how they can converse with their
surrounding information in an effective yet joyful way.

7 CONCLUSION

Journalism and visualization have an intertwined relation-
ship, one that is often overshadowed by visualization’s
capability in communication. Indeed, visualization excels at
aiding data-driven storytelling, but it can also be instru-
mental to journalists and news audiences in many other
ways, with its own set of aesthetic and functional values. In
this study, we took a step back and examined journalism’s
digital metamorphosis to identify the emerging challenges
and their implications, as well as journalism’s computa-
tional exploration to address such challenges and shifts.
Based on our findings, we identified computing’s six roles in
contemporary journalism, and their corresponding focuses.
Next, we revisited discourse on the fundamental values of
visualization and proposed a set of propositions about how
visualization can support or be supported by computing’s
six roles. By situating these roles and propositions in an
ecological model, we ultimately surfaced a range of research
topics and respective agendas. Through this paper, we hope
to shed light upon the shifts in contemporary journalism
and their implications for visualization research and inspire
broader research exploration at the intersection of these two
dynamic fields.
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