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Prescientific Thought
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Scientific Method
● A good scientific theory should:
● Explain all past observations
● Be used to predict future observations



  

● More observations can change and refine the 
theory

● But the theory can also predict observations 
● Historically, the second has happened more



  

● Scientific and Mathematical Methods have had 
huge success in the study of materiality

● What about the immaterial?



  

A Few examples
● Truth and Proof

● Computation

● Intelligence

● Knowledge

● Prediction

● Randomness vs Pseudorandomness



  

● Locke, Hume, Kant, Spinoza, and 
more

● Knowledge can be independent of 
experience and is inherent

● Knowledge is absolute

● Euclidean Geometry

A Priori Knowledge



  



  



  

● Locke, Hume, Kant, Spinoza, 
and more ARE WRONG

● Knowledge is relative (to a 
set of axioms). 

A Priori Knowledge



  

THOUGHT



  

● “It is obvious that if we could find 
characters or signs suited for 
expressing all our thoughts as clearly 
and as exactly as arithmetic expresses 
numbers or geometry expresses lines, 
we could do in all matters insofar as 
they are subject to reasoning all that we 
can do in arithmetic and geometry. For 
all investigations which depend on 
reasoning would be carried out by 
transposing these characters and by a 
species of calculus.”



  

● Proto-propositional Logic
● P => Q
● etc



  

COMPUTATION



  

● Any Intutive Algorithm has an Equivalent Formal Turing Machine



  

Intutive Algorithm Formal Turing Machine

Theorems
Formal Theorems can 
implicate the intuitive concept



  

INTELLIGENCE



  

Intelligence to a Philosopher
● Incredibly debated and ancient question
● Easy to get stuck into many unrelated questions
● Sentience. Is a monkey intelligent? Is a lobster? 

Celery? Rock?
● Human Exceptionalism



  

Turing Test
● Something is intelligent if it looks intelligent



  

● Diogenes and Plato
● “Axiomitization” of Man
● How to resolve?



  

PREDICTION



  



  



  

Problem of Induction
● Induction – Make an observation and infer truth (perhaps 

with probability)
– If 5 people order the soup, the salad might be bad

– The soup might be good

● Deduction – Given premises, deduce truth
– All men are mortal, Socrates is a man, Socrates is mortal



  

Problem of Induction
● Hume Argues there is no non-circular way to justify inductive 

inferences
● Why should the future resemble the past?
● “The man who has fed the chicken every day throughout its life at 

last wrings its neck instead, showing that more refined views as to 
the uniformity of nature would have been useful to the chicken.”

● The only possible induction is deduction



  

● Popper, Carnap attempted to 
resolve this

● With just philosophy, no solution 
had both Occam’s razor and 
Epicurius’ Principle

Philosophical Failure



  

● Solmonoff Theory of Prediction 
solves this problem perfectly!

● Has both Occam’s Razor and 
Epicurius Principle

● Its just Kolmogorov Complexity!

Computer Science Wins



  

Solmonoff Theory of Prediction
● Nature is an infinite binary string ω = 011011…

● preliminary data of the investigator, the 
hypotheses proposed, the experimental setup 
designed, the trials performed, the outcomes 
obtained, the new hypotheses formulated.



  

Solmonoff Theory of Prediction
● Nature is an infinite binary string ω = 011011…

● Investigator learns larger and larger prefixes of ω 
by performing experiments on nature

● Candidate theories are programs to print prefixes
● Assign probabilities to the theories according to the 

lengths of the programs



  

KNOWLEDGE



  

Knowledge to a Philosopher
● All Knowledge is Information
● But not all Information is Knowledge
● Wiki page for philosophical definitons of 

knowledge has 80 sources
● Incredibly subjective if any one definition is 

good



  

Knowledge to a Computer Scientist
● Knowledge is a witness to an NP-complete problem! (under 

unproved complexity assumptions)
● An answer to a hard to solve problem
● √125 is not “knowledge”
● Prover can convince verifier they have knowledge without 

revealing it
● Other definitions in other domains
● (Definition of common knowledge in distributed systems)



  



  

RANDOMNESS



  

Pseudorandomness
● Kolmogorov Definition works for true randomness
● Pseudorandom strings by definition have low 

Kolmogorov complexity
● But they look random! How to resolve?



  

Pseudorandomness



  

Pseudorandomness
● An infinite sequence of bits is pseudorandom if
● Given first n bits, probability any algorithm guesses 

bit n+1 correctly is not greater than ½
● P[A guesses b_{n+1}] <= ½ +- e
● Brings in computational assumptions



  

● Computer Science has nothing to do with computers. These are just 
tools.

● Chemistry is not about beakers
● The computational lens is the greatest scientific and philosophical 

advancement in history
● We (Computer Scientists) have as big of a claim to understanding 

the beauty of the natural world as much as physicists or biologists do



  



  

Computer Science



  

A Recipe for All of Computer Science

● Choose an abstract intuitive concept

● Construct a formal definition

● Argue that the intuitive concept corresponds to the formal definition

● Proofs or results involving the formal definition implicate the intuitive 
concept 



  



  

● Proof – Frege, Hillbert, Russell, Whitehead, (1900s)

● Truth – Tarski (1933)

● Computation, Algorithm – Turing (1936)

● Information, Communication, Noise – Shannon (1948)

● Intelligence – Turing (1950)

● Grammatical and Ungrammatical – Chomsky (1950s)

● Randomness – Kolmogorov (1963)

● Run-time, Complexity – Hartmanis and Stearns (1965)

● Efficient – Edmonds and Cobham(1965)

● Intractable, Difficult – Cook and Levin (1971, 1973)

● Pseudorandomness – Blum, Micali (1982)

● Secure – Goldwasser, Micali (1982)

● Learning – Valiant (1984)

● Knowledge – Babai, Goldwasser, Micali, Rackoff, Moran, (1989+)
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The Future?
● Discrete Math is young
● The Blums’ work on conciousness
● More modeling of the brain
● Scientific revolutions


