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ABSTRACT

The problem of community-level information pathway prediction
(CLIPP) aims at predicting the transmission trajectory of content

across online communities. A successful solution to CLIPP holds

significance as it facilitates the distribution of valuable information

to a larger audience and prevents the proliferation of misinfor-

mation. Notably, solving CLIPP is non-trivial as inter-community

relationships and influence are unknown, information spread is

multi-modal, and new content and new communities appear over

time. In this work, we address CLIPP by collecting large-scale,

multi-modal datasets to examine the diffusion of online YouTube

videos on Reddit. We analyze these datasets to construct community

influence graphs (CIGs) and develop a novel dynamic graph frame-

work, INPAC (Information Pathway Across Online Communities),

which incorporates CIGs to capture the temporal variability and

multi-modal nature of video propagation across communities. Ex-

perimental results in both warm-start and cold-start scenarios show

that INPAC outperforms seven baselines in CLIPP. Our code and

datasets are available at https://github.com/claws-lab/INPAC

CCS CONCEPTS

• Information systems → Content ranking; Data mining; Col-
laborative and social computing systems and tools.
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1 INTRODUCTION

Background. Social media users form communities based on their

interests, beliefs, ethnicity, and geographical location [76, 79]. These

communities are prevalent on popular social platforms such as

Reddit, WhatsApp, and Telegram, enabling users to connect with

like-minded individuals as well as consume and disseminate in-

formation in an interactive manner. As communities grow in size,

they become hubs of information flow, facilitating the exchange of

information across communities. Existing research has shown that

online communities interact with and influence one another [19,

47, 52, 96, 100].

As information spreads from one community to the other, it can

rapidly reach all members in the new community. While individ-

ual posts and hyperlinks may propagate in varying patterns, the

underlying pathways on which information propagates remain rel-

atively stable [23, 84]. Their stability is partially due to the behavior

of common users who repeatedly spread information among the

same communities, creating a reinforcing effect of the underlying

information pathways.

The fast-paced evolution of social media has accelerated the

spread of information, including a variety of content types ranging

from news articles, commercial advertisements, to harmful con-

tent such as online rumors [91, 117], fake news [109, 115, 118],

hate speech [128], and political bias [44]. The unmoderated spread

of these contents can cause adverse social impacts. For example,

the COVID-19 pandemic has led to the formation and growth of

multiple online communities, such as subreddits r/CoronavirusUS,
r/COVID-19Positive, and r/COVID19, where users discuss vari-

ous topics related to the pandemic. These communities are inter-

connected, with similar topics and user groups, thus having a sig-

nificant influence on each other. Sometimes misinformation pro-

liferates in online communities, such as the unfounded claim that

5G technology can spread the virus [1, 95]. Despite a lack of sci-

entific evidence, this conspiracy theory gained traction in several

online communities, including r/conspiracy, r/5G, r/CoronavirusUS,
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and r/COVID19, causing unwarranted fear and concern among the

public.

The Community-Level Information Pathway Prediction (CLIPP)

problem seeks to predict the transmission trajectory of information

among online communities. CLIPP is of significant importance as

it enables prediction of communities where information, including

problematic content, is likely to emerge and spread. Such capability

can provide numerous benefits across a wide range of applications.

Efficient prediction of misinformation spread with CLIPP can guide

intervention strategies, while for advertising, CLIPP can refine

strategies and maximize the efficacy of marketing campaigns, in-

creasing the visibility of information and providing insights into

the communities where their target audience is most active.

Challenges. Solving CLIPP is challenging. First, community-to-

community influence is usually unknown [23, 87], and the mecha-

nisms of interactions between communities and how they impact

users remains hidden [52]. Different communities may have differ-

ent norms, values, and communication patterns that influence the

temporal patterns of information diffusion [111]. In this case, we

only observe where new content is propagated to the new commu-

nities and when it takes place. The underlying community influ-

ence, i.e., who influences the propagation, remains unknown. Most

existing works focus on predicting information diffusion at the

user level (i.e., microscopic influence) [58, 84]. Meanwhile, existing

datasets [73, 74, 98, 128] only contain limited information about

community structures, making it difficult to study cross-community

information spread.

Second, the spread of information is characterized by a complex

and dynamic diffusion environment [63]. Posts contain multi-modal

signals, such as text, images, and videos [4, 8, 38]. Diffusion pat-

terns vary across content types. For example, misleading news

and inflammatory microblogs spread faster and wider than true

information [28, 39, 99]. Niche content are usually shared within

a few narrow-interest communities, while broad-interest contents

create far-reaching cascades and reach several disparate commu-

nities [83, 100, 101]. Understanding these propagation patterns is

essential to predicting information spread across communities.

OurWork. In this work, we investigate the dynamics of community-

level information flow while jointly addressing the challenges of

complex diffusion environment and the continuously evolving in-

formation ecosystem.

We choose Reddit as the platform for studying community-level

information diffusion since it provides numerous communities,

named “subreddits,” that are dedicated to specific topics or inter-

ests. Towards this goal, we collect two large-scale and multi-modal

datasets that enable us to study the community-level diffusion of

visual contents for information pathway prediction. Based on that,

we identify distinct temporal patterns of information sharing using

inter-activity time distribution, infer macroscopic community-to-

community influence, and construct novel community influence

graphs (CIGs).

We design INPAC, or InformationPathwayAcross OnlineComm

unities, a dynamic graph-based method to predict community-level

information pathways using CIGs and content’s multi-modal infor-

mation (visual features and channel metadata). INPAC integrates

structure, content semantics, and temporal information by utilizing

Table 1: Statistics of our datasets.

Large Small

#Videos / URLs 183,596 6,802

#Subreddits 57,894 7,319

#Users 291,047 8,752

#Shares 1,323,714 36,118

Density 7.96E-05 6.11E-04

#Cold-start Videos 3,042,068 68,095

Continuous-Time Dynamic Graphs (CTDGs) to model the time-

aware propagation patterns of videos. In INPAC, nodes and edges

are continuously introduced to the graph, incorporating both visual

features and channel metadata of the content.

Contributions. Our main contributions are as follows:

• Novel Multi-modal Datasets and Analysis: We collect two

large-scale, multi-modal datasets to study community-level diffu-

sion of visual contents for information pathway prediction. We

identify distinct temporal content sharing patterns that are used

to infer community-to-community influence graphs.

• InformationPathwayPrediction Framework: To solve CLIPP,

we propose INPAC, a dynamic graph framework based on CIGs

that learns from multimodal data and the dynamics of the inter-

actions between users and communities.

• Experimental Evaluation: We demonstrate the effectiveness of

INPAC framework and its design choices through experiments

in various scenarios, e.g., prediction of cold/warm-start videos

on communities with various popularity. INPAC reaches perfor-

mance improvements of up to 18.8% on MRR, 13.8% on NDCG@5,

and 6.2% on Rec@5.

2 DATASET AND PROBLEM

2.1 Dataset Description

In this study, we aim to study the spread of visual content across

communities on social media. To this end, we collect massive vi-

sual contents on YouTube and long-term community activity on

Reddit. The reasons for selecting these two platforms in this study

as follows:

• YouTube is one of the most widely used video-sharing platforms

that contains over 2.56 billion users
1
and provides a venue for

users to upload, share, and view videos.

• Reddit is one of the largest social platforms for content creation,

rating, and sharing. It allows users to interact in a variety of com-

munities (i.e., subreddits). Reddit is an ideal platform for studying

the propagation of online visual contents such as YouTube videos

because of its vast and diverse user base as well as its open-source

nature and community structures.

As the first step, we collected 54 months of historical Reddit posts

from January 2018 to June 2022 via PushShift2
. We removed any

posts that did not contain valid URLs and retained URLs associated

with valid YouTube videos, resulting in 5,723,910 posts and 3,737,191

1
https://www.statista.com/statistics/272014/global-social-networks-ranked-by-

number-of-users/

2
https://pushshift.io/

https://www.statista.com/statistics/272014/global-social-networks-ranked-by-number-of-users/
https://www.statista.com/statistics/272014/global-social-networks-ranked-by-number-of-users/
https://pushshift.io/
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Table 2: Examples of cross-community information flow in our datasets. A video is usually shared on a set of semantically

similar subreddits. “→” indicates the temporal order of the sharing.

Title of the Video Subreddits on Which the Video Appears

Canadian Trudeau Investigation

Liberate_Canada → conspiracy→ TheNewRight →
PeoplesPartyofCanada → Canada_First

Reviews: Super Dragon Ball Heroes Episode 19

promote→ AnimeReviews → anime_manga →
YouTubeAnimeCommunity→ Anime_and_Manga

Warcraft 3 Reforged Cutscene Only WC3 → pcgaming→ warcraft3 → gaming→ legaladviceofftopic

Practical Greeting Phrases for Chinese New Year learnchinese→ learnmandarin → learnmandarinchinese

Accepting what is. (Realize Instant Freedom)

AnxietyDepression→ Soulnexus → SpiritualAwakening→
Meditation → spirituality→ awakened→ inspiration

Covid-19 Explained with Data Science

Python→ CoronavirusUS → CanadaCoronavirus→
CoronaVirus_2019_nCoV → CoronavirusUK

Implement RNN-LSTM for Music Genre Classification learnmachinelearning → Python → tensorflow→ musictheory

associated videos. Finally, following previous works [7, 31], we

retained videos shared within at least 3 communities. Table 1 shows

the statistics of the two datasets we construct. The large dataset
covers 54 months of video propagation history from January 2018

to June 2022, while the small dataset covers a 3-month period from

January to March 2020. Table 1 reveals that both datasets contain a

considerable number of cold-start videos with only one interaction

in a subreddit, which reflects the real-world distribution and the

challenges associated with information pathway prediction.

2.2 Problem Formulation

We formulate the CLIPP problem as follows: Given a video and a

sequence of subreddits in which it has been posted, predict the next

community the video will be posted in at a given time. Formally, we

define a posting of a video as a video link appearing on a subreddit,

either as a standalone post or as part of a longer post. A posting
instance is represented as a 4-tuple 𝑝𝑖 𝑗 = (𝑣𝑖 , 𝑠 𝑗 , 𝑢 𝑗 , 𝑡 𝑗 ), where 𝑣𝑖 is
a video posted by a user 𝑢 𝑗 in an online community 𝑠 𝑗 at time 𝑡 𝑗 .

The posting sequence for 𝑣𝑖 is defined as a list of posting instances

𝑃𝑖 = {(𝑣𝑖 , 𝑠 𝑗 , 𝑢 𝑗 , 𝑡 𝑗 )}𝑁𝑗=1, which indicates the dissemination trajec-

tory with length 𝑁 across communities for the video 𝑣𝑖 . Then, our

problem can be defined as follows:

Problem 1 (Information Pathway Pre-

diction). Given a video 𝑣𝑖 , its posting sequence
𝑃𝑖 = {(𝑣𝑖 , 𝑠 𝑗 , 𝑢 𝑗 , 𝑡 𝑗 )}𝑁𝑗=1 with length 𝑁 , and a target times-
tamp 𝑡 𝑗 ′ , our model outputs a ranked list of communities
{𝑠𝑘 } indicating the most likely communities that 𝑣𝑖 will
appear at time 𝑡 𝑗 ′ .

Table 3 summarizes a list of notations used in this paper.

3 THE PROPOSED FRAMEWORK: INPAC
3.1 Overview

In this work, we aim to study the propagation of online visual

content on social media. To this end, we propose a dynamic graph

framework INPAC based on Community Influence Graphs (CIGs)

that learns the dynamics of cross-community information flow and

accurately predicts information pathways. As shown in Figure 1,

Table 3: Notations used in this paper.

Notation Description

𝑉 , 𝑆 Set of videos and communities

𝑣𝑖 , 𝑠 𝑗 ,𝑢𝑘 Video, community, user

𝑆𝑢 Historical interaction sequence for user 𝑢

𝑃𝑖 Posting sequence of video 𝑣𝑖

G𝑆
𝑖

Community-community influence graph for 𝑣𝑖

G𝐷
Dynamic graph

𝑛 Maximum sequence length

𝑒 𝑗𝑘 Edge weights

𝛼 Teleport probability for APPNP

𝜆1, 𝜆2 Hyperparameters

ΔSame

𝑡 ,ΔDiff

𝑡 Time intervals for same / different users

𝑓𝜃 ( ·, · ) Message function for dynamic modeling

INPAC consists of three key modules: (1) community influence

modeling; (2) video content modeling; and (3) dynamic modeling.

3.2 Community Influence Modeling

Given a community (e.g., a subreddit), INPAC learns its embedding

such that the embedding preserves its influence on other communi-

ties during information propagation.We infer the influence relation-

ships between communities using content sharing patterns in those

communities. Specifically, a video is usually shared in communities

that have similar topics. For example, in Table 2, the video “Practical

Greeting Phrases for Chinese New Year” is shared within a set of

subreddits related to language learning, such as r/learnchinese
and r/learnmandarin. To model this, we create a novel influence

network by leveraging the video’s temporal interaction patterns.

InfluenceGraphConstruction. In the context of CLIPP, community-

level influence is defined as the presence of causal relationships

between posting of a video in two different communities. This can

happen when two communities share a common group of users.

To infer the influence exerted by one community on another, we

employ a sequence of communities {𝑠1, 𝑠2, . . .}, in which a video 𝑣𝑖
is posted. Assuming that users require a certain amount of time to

engage in online content, the interval between the appearance of

a video 𝑣𝑖 in two communities 𝑠1 and 𝑠2 serves as an indicator of

the influence of 𝑠1 on the appearance of the video in 𝑠2. If a video



KDD ’23, August 6–10, 2023, Long Beach, CA, USA Jin et al.

Input

𝑡ଶ
𝑡ସ

𝑡ଷ

𝑠ଵ

𝑠ଶ

𝑠ଷ

𝑣ଵ

𝑣ଶ

𝑣ଷ
𝑡

𝑣 𝑠

𝑠ଵ

𝑠ଷ

𝑠ଶ

𝑠ସ

Video Content Modeling

Community Influence Modeling

GNN

𝑦ො,௧

𝐯
MLP

𝑡ଵ

𝑡ହ

Dynamic Modeling

World 
News

UK to send Challenger 
2 tanks to Ukraine
In a call with Ukraine's 
President Zelensky, UK 
Prime Minister Sunak 
confirmed he would send 
the equipment ... 

Prediction

𝑡ଵ

Science
Tech

MLP

𝐯

𝐜

𝜇𝜇 െ 𝑐𝜎

𝑡ହ
𝑡

𝑡

World News

Session Graph Construction

𝑠ସ

𝑡ଶ 𝑡ଷ𝑡ସ

𝑣ଵ 𝑣ଶ

𝑓ఏሺ𝒗ଵሻ 𝒢ௌ

 𝒢

𝐡ଵሺ𝑡ଶሻ

𝐡ଶሺ𝑡ହሻ

Temporal Memory

Aggr

𝑙 ൌ 1

𝑙 ൌ 𝐿

𝐯௧

𝐬௧

𝑠ଵ 𝑠ଶ 𝑠ଷ

𝑓ఏሺ⋅,⋅ሻ

Figure 1: The overview of our proposed INPAC framework, which consists of static modeling, including video content and

community influence modeling, as well as dynamic modeling.
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Figure 2: Illustration of how Δ𝑡Same
and Δ𝑡Diff are calculated.

is shared by two users within a very short time interval, it suggests

that the shares occur simultaneously and are not influenced by one

another. Based on this assumption, we model a posting sequence

𝑃𝑖 of 𝑣𝑖 among communities as a directed graph G𝑆
𝑖
consisting of

community nodes 𝑠 𝑗 involved in the propagation of a video 𝑣𝑖 .

Tomodel the propagation sequence of a video, we first identify its

concurrent sharing events, where the propagation of the video takes

place within a brief time period, referred to as a session, in the same

or different communities. To this end, one needs to decide whether

two shares are within the same session. A straightforward approach

is to set a threshold time limit, such as one hour or one day, as is

common in session-based recommender systems [6, 27, 61, 69, 110]

However, this ad-hoc use of the time limit is insufficient as it can

vary across datasets, videos, and platforms [37, 78].

We note that consecutive sharing of a video can occur due to the

same user or different users, resulting in differing sharing patterns

and motivations. Therefore, we create two distributions of time

difference between consecutive shares of each video 𝑣𝑖 : (1) Δ𝑡
Same

,

representing the time intervals between consecutive shares of 𝑣𝑖 by

the same user ; (2) Δ𝑡Diff, representing the time intervals between

the first share of 𝑣𝑖 by different users. Figure 2 illustrates an example

of a video’s consecutive sharing on several communities over time

by three users. From Figure 2, we can observe how the two time

intervals Δ𝑡 same

1
,Δ𝑡 same

2
for the same user 𝑢1 as well as the two

intervals Δ𝑡diff
1
,Δ𝑡diff

2
for different users 𝑢1, 𝑢2, 𝑢3 are computed.

For Δ𝑡Same
, it is important to consider that a user’s multiple

postings of the same video in different communities should not

be viewed as one community influencing another. This is because

users usually post the same content in various venues to enhance its

visibility and attract more “likes" [20, 40, 116]. This is not indicative

of natural flow of content from one community to another.

Thus, we only utilize Δ𝑡Diff to identify community-level influ-

ence. Specifically, we plot the distribution of Δ𝑡Diff across sharing

events of all videos, as shown in Figure 3, where the 𝑥-axis repre-

sents the time interval in seconds with a logarithmic scale of base

10, and the 𝑦-axis indicates the percentage. Then, we fit a Gaussian

distribution to Δ𝑡Diff and found that the distribution has a mean

of 6.844 and a standard deviation of 0.823 on the logarithmic scale.

Based on this finding, we determine the cutoff time for partitioning

sessions using Δ𝑡Thres = 𝜇 − 𝑐𝜎 , where 𝑐 is a hyperparameter that

represents the confidence level for determining concurrent shares.

When the time difference between two postings exceeds Δ𝑡Thres,
the later posting is considered to be influenced by the former.

Now, we construct the community influence graph (CIG) G𝑆
𝑖

with respect to 𝑣𝑖 based on the threshold Δ𝑡Thres. Each node in G𝑆
𝑖

indicates a community 𝑠 𝑗 and a directed edge from 𝑠 𝑗 to 𝑠𝑘 indicates

𝑠𝑘 is influenced by 𝑠 𝑗 . Specifically, if two shares of 𝑣𝑖 from different

users occur within Δ𝑡Thres, they are considered concurrent postings
in the same session and not influenced by each other. Otherwise, a

directed edge is added from 𝑠 𝑗 to 𝑠𝑘 for 𝑡 𝑗 < 𝑡𝑘 in G𝑆
𝑖
. Furthermore,

when 𝑣𝑖 is simultaneously shared by the same user in two different

communities 𝑠 𝑗 and 𝑠𝑘 , a bi-directional edge is added between

these communities to reflect their mutual influence as a result of

overlapping users.

Message Aggregation. After the construction of G𝑆
𝑖
, the graph is

transformed from a multigraph to a weighted graph by merging

multiple edges with the same source and destination nodes. Let E 𝑗𝑘

denote the set of edges between 𝑠 𝑗 and 𝑠𝑘 . The new edge weight

𝑒 𝑗𝑘 is calculated using the logarithmic value

𝑒 𝑗𝑘 = ln(1 + |E 𝑗𝑘 |) . (1)

As G𝑆
𝑖
consists of a number of periphery nodes, such as inactive

online communities with few propagations, long-range dependen-

cies should be considered to learn distinct node representation.
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videos on the Large dataset.

To this end, we leverage the propagation scheme of APPNP [21]

based on the personalized PageRank algorithm [2]. APPNP adds

a probability of teleporting back to the root node, which ensures

that the PageRank score encodes the local neighborhood for every

node and mitigates the oversmoothing issues.

Then, we obtain the embedding matrix S(𝑙 )
𝑖

at layer 𝑙 for com-

munities involved in the 𝑖-th propagation sequence 𝑃𝑖 :

S(𝑙 )
𝑖

= (1 − 𝛼)D̂−1/2
𝑖

Â𝑖 D̂
−1/2
𝑖

S(𝑙−1)
𝑖

+ 𝛼S(0)
𝑖
, (2)

where S(0)
𝑖

= [s1 | | . . . | |s | G𝑆
𝑖
| ] is the initial embedding matrix for

all 𝑠𝑖 ∈ G𝑆
𝑖
. Â𝑖 and D̂𝑖 are the adjacency matrix and the diagonal

degree matrix, respectively. 𝛼 ∈ [0, 1) is the teleport probability.
During training, we derive a probability distribution over all

communities P(𝑠𝑁+1 |𝑣𝑖 ,G𝑆
𝑖
), which indicates the most likely com-

munity for the next share of 𝑣𝑖 . This requires both the current status

of the sharing and the global information about G𝑆
𝑖
. The current

status can be represented using the latest posting event encoded in

s | G𝑆
𝑖
| . For global information, we leverage soft-attention to derive

𝛽𝑖 , the importance of each community in the posting sequence

𝛽𝑖 = w⊤
1
𝜎

(
Linear

(
s | G𝑆

𝑖
|

)
+ (Linear (s𝑖 )

)
, (3)

wherew1 ∈ R𝑑 is trainable parameter. 𝜎 (·) is the sigmoid activation

function.

Finally, we compute the probability by taking linear transforma-

tion over the concatenation:

P(𝑠𝑁+1 |𝑣𝑖 ,G𝑆
𝑖 ) = Softmax(MLP(

[
s | G𝑆

𝑖
| | |

𝑛∑︁
𝑖=1

𝛽𝑖s𝑖

]
)S𝑖 ), (4)

where | | is the concatenation operand. S𝑖 =
[
s1 | |s2 | | . . . | |s | G𝑆

𝑖
|

]
is

the concatenation of all community embeddings in the sessions.

3.3 Video Content Modeling

Given a video, INPAC encodes its visual content into a low-dimensional

feature vector. The content modeling component of INPAC can

utilize a diverse range of encoders. Here, we note that online vi-

sual content is highly diverse in terms of topics, languages, and

subject matter. Therefore, the titles, descriptions, and metadata of

these videos such as channel information, can provide valuable

insights into their content. These additional data sources can be

leveraged to better categorize and understand the content of videos.

We thus utilize the titles, descriptions, and channel information

as the static features for each video. Specifically, inspired by the

success of pre-trained language models in natural language under-

standing [10, 43, 102, 103], we encode the title and descriptions of

each video 𝑣𝑖 into a feature vector v𝑖 ∈ R𝐷 based on a multilingual

version of MiniLM [104]. Similarly, we encode each video’s channel

𝑐𝜌 (𝑖 ) into a feature vector c𝜌 (𝑖 ) , where 𝜌 (·) : 𝑉 → 𝐶 maps each

video to the channel that posts 𝑣𝑖 . Then, the two feature vectors

are aggregated into a joint representation

ṽ𝑖 = Aggr(v𝑖 , c𝜌 (𝑖 ) ) . (5)

Here, a wide variety of aggregation schemes can be applied,

including addition, concatenation, and element-wise multiplication,

to obtain the joint representation. In Section 4.3, we investigate the

impact of using different aggregation schemes for v𝑖 and c𝜌 (𝑖 ) .

3.4 Dynamic Modeling

In the dynamic modeling component, INPAC models the temporal

variability of each video’s propagation on communities, obtaining

temporal embedding of videos and communities. Here, we note

that a video can be shared multiple times within a short amount of

time [60]. Inspired by continuous-time dynamic graph (CTDG) [65,

67, 88, 124], we design a dynamic modeling module to provide

a robust representation of the video sharing process and better

handles the bursty nature of information sharing.

First, we leverage temporal graph network (TGN) [88] and repre-

sent our dynamic network as a pair (G𝐷
0
, 𝐸) where G𝐷

0
is the initial

state of the dynamic network represented as a static graph. 𝐸 is a

set of graph events with timestamps. In INPAC, we consider two
types of graph events, including node additions (i.e., the emergence

of new videos and communities) and edge additions (i.e., a video is

posted in an online community).

Input Encoding. The input embeddings x𝑖 (𝑡) and x𝑗 (𝑡) are raw
feature representations for each video 𝑣𝑖 and community 𝑠 𝑗 , respec-

tively. We leverage the embeddings derived from Section 3.2-3.3

as the raw node embeddings. Namely, x𝑖 (𝑡) = ṽ𝑖 for video 𝑣𝑖 and
x𝑗 (𝑡) = s(𝐿)

𝑗
for community 𝑠 𝑗 , where s

(𝐿)
𝑗

is the representation of

𝑠 𝑗 at the final layer in Equation 2.

TimeEncoding. Similar to [88, 92, 112], the time encoding function

𝜙 (·) : R→ R𝑑 maps a continuous timestamp to the 𝑑-dimensional

vector space:

𝜙 (𝑡) = cos (𝑡w2 + b1) , (6)

where w2, b1 ∈ R𝑑 are learnable parameters.

Temporal Memory. As in [88], to track the propagation state for

each node, 𝑣𝑖 or 𝑠 𝑗 , at any timestamp, there exists a memory vector,

h𝑖 (𝑡) or h𝑗 (𝑡), to store history interactive memory in a compressed

format. The memory of each node is initialized to zero and updated

after each graph event. Given a node addition event of 𝑣𝑖 , 𝑣𝑖 ’s

message m𝑛𝑜𝑑𝑒
𝑖

(𝑡) at time 𝑡 is computed as the concatenation of 𝑖’s

raw features and memory:

m𝑛𝑜𝑑𝑒
𝑖 (𝑡) = MLP

( [
h𝑖 (𝑡 ′) | |x𝑖 (𝑡) | |𝜙 (𝑡)

] )
, (7)
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where h𝑖 (𝑡 ′) is 𝑣𝑖 ’s memory from time 𝑡 ′, i.e., the time of the previ-

ous interaction involving 𝑣𝑖 . In the same manner, we obtain each

community 𝑠 𝑗 ’s message m𝑗 (𝑡) at 𝑡 given 𝑠 𝑗 ’s event.
For an edge addition event involving 𝑣𝑖 and 𝑠 𝑗 , the edge’smessage

m𝑒𝑑𝑔𝑒

𝑖
(𝑡) with respect to 𝑣𝑖 at 𝑡 is computed as:

m𝑒𝑑𝑔𝑒

𝑖
(𝑡) = MLP

( [
h𝑖 (𝑡 ′) | |h𝑗 (𝑡 ′) | |x𝑖 (𝑡) | |x𝑗 (𝑡) | |𝜙 (𝑡)

] )
. (8)

Similarly, we can obtain the edge’s message m𝑒𝑑𝑔𝑒

𝑗
(𝑡) with respect

to 𝑠 𝑗 at 𝑡 .

During batch training, multiple events in the same batch can be

associated with the same nodes. Therefore, we aggregate multiple

messages of video 𝑣𝑖 and community 𝑠 𝑗 from 𝑡1 to 𝑡𝐵 through mean

pooling, thus obtaining m𝑖 (𝑡) and m𝑗 (𝑡) as in [88].

Based on these messages, the memory embeddings of 𝑣𝑖 and 𝑠 𝑗
are updated upon each event involving 𝑣𝑖 and 𝑠 𝑗 , respectively:

h𝑖 (𝑡) = GRU

(
m𝑖 (𝑡), h𝑖 (𝑡 ′)

)
, (9)

h𝑗 (𝑡) = GRU

(
m𝑗 (𝑡), h𝑗 (𝑡 ′)

)
. (10)

During prediction, we pass the representation h𝑖 (𝑡), h𝑗 (𝑡) through
multiple GNN layers to aggregate the features of each node from

its neighbors on 𝐺𝐷

ṽ𝑡𝑖 = 𝑓𝜃 (h𝑖 (𝑡),G
𝐷 ), s̃𝑡𝑗 = 𝑓𝜃 (h𝑗 (𝑡),G

𝐷 ), (11)

where ṽ𝑡
𝑖
, s̃𝑡

𝑗
are the transformed representation of 𝑣𝑖 , 𝑠 𝑗 . The ag-

gregation function 𝑓𝜃 (·, ·) can be chosen from a wide range of

GNN operators, such as GCN [50], GraphSAGE [29], Transformer-

Conv [89], and GIN [113]. In practice, we employ a 2-layer Graph

Attention Network (GAT) [97].

3.5 Training

We employ element-wise multiplication to calculate the score be-

tween each video 𝑣𝑖 and each community 𝑠 𝑗 at time 𝑡 :

𝑦𝑡𝑖 𝑗 = MLP(ṽ𝑡𝑖 ⊙ MLP(s̃𝑡𝑗 )), (12)

where 𝑦𝑡
𝑖 𝑗
is the predicted score between 𝑣𝑖 and 𝑠 𝑗 . We train our

model using the Bayesian Personalized Ranking (BPR) [86] loss,

which encourages the prediction of an observed interaction to be

greater than an unobserved one:

LBPR =
∑︁

(𝑖, 𝑗+, 𝑗−,𝑡 )
− ln(sigmoid(𝑦𝑡

𝑖 𝑗+ − 𝑦
𝑡
𝑖 𝑗− )), (13)

where (𝑖, 𝑗+, 𝑗−, 𝑡) denotes an example in the pairwise training data.

𝑗+ indicates that one sharing of 𝑣𝑖 is observed in community 𝑠 𝑗+ ,

and 𝑗− indicates an unobserved one.

Furthermore, for the training of the community influence graph,

we use the next item prediction objective. Given each G𝑆
𝑖
, the loss

function L𝑖
CE

is defined as the cross-entropy of the predicted and

ground-truth community that will propagate 𝑣𝑖 at the next times-

tamp:

L𝑖
CE

= CrossEntropy(P(𝑠𝑁+1 |𝑣𝑖 , 𝑃𝑖 ), y𝑁+1), (14)

where y𝑁+1 ∈ R |S |
is a one-hot vector that encodes the ground-

truth community interacted at the next timestamp.

The overall optimization objective is defined as follows:

L = LBPR + 𝜆1
∑︁
𝑖∈V

L𝑖
CE

+ 𝜆2∥Θ∥2, (15)

where Θ denotes all trainable model parameters. 𝜆1 and 𝜆2 are

hyperparameters in INPAC.

4 EVALUATION

In this section, we conduct experiments to answer the following

evaluation questions (EQs):

• (EQ1)Does INPAC outperform the baseline models for the task of

community-level information pathway prediction (Section 4.2.1)?

• (EQ2) Does INPAC provide excellent inductive reasoning for

cold-start videos (Section 4.2.2)?

• (EQ3) What is the contribution of each component in INPAC
(Section 4.3)?

• (EQ4) Do community influence graphs (CIGs) constructed by

INPAC manifest macroscopic influences (Section 4.4)?

4.1 Experimental Setup

4.1.1 Datasets. We construct 2 multi-modal datasets that provide

the diffusion of YouTube videos on Reddit. Details can be found in

Section 2.1. Table 1 provides an overview of their statistics. To par-

tition the datasets into train/validation/test sets, we used a 70/15/15

ratio based on the timestamps in a sequential manner. To ensure

validity, we constructed the community influence graphs (CIGs)

exclusively using the interactions from the training set to prevent

any potential information leakage.

4.1.2 Baselines. To evaluate the effectiveness of INPAC, we com-

pare INPAC with seven baselines. We categorize them into four

folds: (1) Matrix Factorization, including MF [86]; (2) Graph-based
Recommendation, including NGCF [105], LightGCN [33], and SVD-

GCN [82]; (3) Sequential Recommendation, including TiSASRec [62];
(4) Representation Learning on Temporal Graphs, including TGAT [112],

and TGN [88].

4.1.3 Metrics. We measure the models’ performances using three

widely adopted metrics in the field of ranking systems: (1) recall@𝐾 ,

which measures the proportion of relevant items (i.e., ground truth)
that are retrieved among the top-𝐾 items; (2) normalized discounted

cumulative gain (NDCG@𝐾 ), which evaluates the ranking quality

of the top-𝐾 items, with a score of 1 assigned to the ideal ranking;

(3) mean reciprocal rank (MRR), which computes the average re-

ciprocal rank of the top-ranked relevant item. In this paper, we set

𝐾 to 5 and 10. Our evaluation procedure follows the established

method [17, 34, 62] by randomly selecting 100 communities with no

observed propagations of the video and ranking the test item among

the 100 items. Additionally, we exclude any existing interactions in

the training set from the test set.

4.1.4 Implementation Details. We implemented INPAC in PyTorch

[81] and PyG [18]. For a fair comparison, we set the embedding size

to 64 in all methods including INPAC and perform Xavier initial-

ization [22] on the model parameters. We use Adam optimizer [49]

with a batch size of 256. For the baseline models, the hyperparame-

ters are set to the optimal values as reported in the original paper.

For all models, we search the learning rate within the range of

[1𝑒−4, 3𝑒−4, 1𝑒−3, 3𝑒−3, 1𝑒−2] and select the best setting. We set

𝛼 = 0.1, 𝑐 = 3, 𝜆1 = 1, and 𝜆2 = 1𝑒 − 3, respectively. 𝐿, the number

of GNN layers in Community Influence Modeling (Section 3.2), is

set to 4.
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Table 4: Performances of INPAC and 7 competitors for warm-start videos on the Large dataset. Values in bold and underline

represent the best and the second best performances in each row, respectively. “Impr.” denotes the performance improvement

of INPAC compared to the best baseline.

(a) Popular Subreddits

MF NGCF LightGCN SVD-GCN TiSASRec TGAT TGN INPAC Impr.

NDCG@5 52.26 ± 0.52 52.97 ± 0.40 54.74 ± 0.55 56.85 ± 0.32 57.02 ± 0.44 56.85 ± 0.41 57.28 ± 0.57 60.19 ± 0.38 5.1%

Rec@5 71.98 ± 0.33 73.14 ± 0.25 73.56 ± 0.45 75.78 ± 0.40 76.00 ± 0.51 76.02 ± 0.58 76.08 ± 0.43 78.32 ± 0.47 3.0%

NDCG@10 60.15 ± 0.44 55.99 ± 0.54 56.81 ± 0.58 60.22 ± 0.49 60.34 ± 0.33 61.35 ± 0.31 61.46 ± 0.40 63.89 ± 0.39 4.0%

Rec@10 84.76 ± 0.23 84.82 ± 0.26 85.12 ± 0.49 85.19 ± 0.43 85.39 ± 0.38 85.34 ± 0.39 85.56 ± 0.35 87.98 ± 0.50 2.8%

MRR 47.38 ± 0.51 52.52 ± 0.36 52.20 ± 0.35 53.85 ± 0.29 53.60 ± 0.46 53.58 ± 0.47 55.82 ± 0.53 58.27 ± 0.36 4.4%

(b) Non-popular Subreddits

NDCG@5 13.54 ± 0.31 14.05 ± 0.48 15.42 ± 0.44 16.15 ± 0.55 16.72 ± 0.35 16.82 ± 0.43 16.89 ± 0.52 18.04 ± 0.56 6.8%

Rec@5 22.08 ± 0.38 22.19 ± 0.51 24.32 ± 0.38 25.44 ± 0.53 25.90 ± 0.36 25.95 ± 0.45 25.99 ± 0.44 27.46 ± 0.40 5.7%

NDCG@10 18.28 ± 0.59 18.50 ± 0.45 19.93 ± 0.50 20.70 ± 0.42 20.82 ± 0.39 21.26 ± 0.46 21.42 ± 0.57 22.67 ± 0.37 5.8%

Rec@10 36.03 ± 0.27 36.88 ± 0.38 38.39 ± 0.55 39.68 ± 0.46 39.62 ± 0.30 39.75 ± 0.31 39.76 ± 0.38 41.88 ± 0.52 5.3%

MRR 15.17 ± 0.55 15.87 ± 0.57 16.96 ± 0.51 17.45 ± 0.58 17.75 ± 0.48 17.79 ± 0.49 18.22 ± 0.41 19.27 ± 0.55 5.8%

Table 5: Performances of INPAC and 7 competitors for cold-start videos on the Large dataset.

(a) Popular Subreddits

MF NGCF LightGCN SVD-GCN TiSASRec TGAT TGN INPAC Impr.

NDCG@5 52.88 ± 0.43 56.28 ± 0.33 57.73 ± 0.45 58.07 ± 0.37 58.52 ± 0.39 58.95 ± 0.53 58.79 ± 0.38 61.85 ± 0.38 4.9%

Rec@5 73.55 ± 0.42 74.83 ± 0.34 75.41 ± 0.28 76.31 ± 0.46 76.02 ± 0.55 76.38 ± 0.57 76.35 ± 0.47 78.54 ± 0.53 2.8%

NDCG@10 56.73 ± 0.38 58.51 ± 0.52 60.13 ± 0.54 60.32 ± 0.37 60.22 ± 0.51 61.03 ± 0.57 60.92 ± 0.39 64.08 ± 0.44 5.0%

Rec@10 84.12 ± 0.56 83.95 ± 0.58 83.84 ± 0.34 84.06 ± 0.37 83.85 ± 0.59 84.23 ± 0.53 84.12 ± 0.49 86.89 ± 0.52 3.2%

MRR 48.25 ± 0.45 51.17 ± 0.50 52.57 ± 0.47 53.33 ± 0.35 53.28 ± 0.32 54.88 ± 0.49 54.64 ± 0.54 57.58 ± 0.36 4.9%

(b) Non-Popular Subreddits

NDCG@5 10.64 ± 0.36 13.79 ± 0.39 14.34 ± 0.37 14.83 ± 0.33 15.13 ± 0.37 15.84 ± 0.52 16.23 ± 0.32 17.61 ± 0.58 8.5%

Rec@5 15.92 ± 0.54 22.91 ± 0.57 25.24 ± 0.38 25.31 ± 0.37 25.38 ± 0.30 25.49 ± 0.45 25.46 ± 0.59 27.06 ± 0.40 6.2%

NDCG@10 13.98 ± 0.51 18.33 ± 0.38 19.51 ± 0.52 19.44 ± 0.55 19.89 ± 0.50 20.66 ± 0.44 20.79 ± 0.37 22.04 ± 0.45 6.0%

Rec@10 25.88 ± 0.41 37.30 ± 0.49 39.33 ± 0.41 39.70 ± 0.36 39.72 ± 0.54 40.06 ± 0.39 40.17 ± 0.57 42.37 ± 0.32 5.5%

MRR 12.42 ± 0.55 15.06 ± 0.38 15.83 ± 0.55 16.94 ± 0.59 17.03 ± 0.38 17.58 ± 0.58 17.30 ± 0.52 18.64 ± 0.48 6.0%

4.2 Overall Performances

We conducted comparative experiments on 2 datasets to demon-

strate the superiority of INPAC over the 7 baselines. To this end,

we grouped the videos into warm-start and cold-start videos. We

define warm-start and cold-start videos as videos with ≥ 2 postings

and 1 postings in the training phase, respectively. Furthermore, the

number of videos posted in communities creates an imbalanced

distribution. For instance, in the small dataset, more than 20% of

videos were posted on the two most popular subreddits. Since it is

relatively trivial to make predictions for such popular subreddits,

we split subreddits into popular (i.e., top 25 percentile subreddits

where YouTube videos are posted most frequently) and non-popular

(i.e., the rest of the subreddits). The results are partitioned with

respect to whether the target community is a popular subreddit or

a non-popular subreddit.

4.2.1 Warm-Start Prediction. Tables 4(a)-(b) show the results for

warm-start prediction for popular and non-popular subreddits, re-

spectively, on the Large dataset. The results for the Small dataset
can be found in Appendix B. We observe that INPAC consistently

and significantly outperforms all baselines on both datasets for

both groups of subreddits. On the Large dataset, INPAC outper-

forms the best baseline by 5.1% on NDCG@5 and 4.4% on MRR for

the popular communities, as well as 6.8% on NDCG@5 and 5.8%

on MRR for non-popular communities, respectively. On the Small
dataset, INPAC outperforms the best competitor by 8.6% and 7.5%

on the two metrics for popular communities, and 12.9% and 18.8%

for popular communities, respectively. Our results demonstrate

the effectiveness of INPAC in the task of CLIPP. Moreover, we ob-

serve that representation learning methods on temporal graphs (i.e.,
TGAT and TGN) outperform all other baselines. This observation

underscores the importance of considering temporal information

in predicting information pathways.

4.2.2 Cold-Start Prediction. As the content sharing network evolves,
the emergence and spread of new content to a diverse range of com-

munities presents considerable challenges for CLIPP, particularly

in cold-start scenarios where historical propagation of videos is

absent. Thus, the prediction problem becomes: given a video that
has only 1 propagation, how can we predict its second propagation?
Tables 5(a)-(b) show the performances of seven baselines and IN-
PAC for popular and non-popular subreddits, respectively, on the

Large dataset. The results for the Small dataset can be found in

Appendix B. We observe that INPAC is able to achieve even greater
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Figure 4: Performances of different methods for constructing

the community influence graph (CIG) on the Small dataset.

performance improvements in the cold-start scenario through its

inductive reasoning capability, consistently outperforming all com-

petitors on both datasets for both groups of subreddits. Moreover,

from Table 5(a), we observed that when the cold-start videos are

propagated to popular communities, predicting these flows is rela-

tively straightforward for all the models, including INPAC. On the

other hand, the results in Table 5(b) show that predicting the flow of

cold-start videos to less popular communities is a more challenging

task. Despite this, INPAC still shows the best performance. These

results encourage further investigation into such flows, which we

consider to be a potential area of future work.

4.3 Ablation Studies

We validate the effectiveness of the design choices in INPAC. In
Section 3.2, we designed a way to construct community influence

graphs (CIGs) by considering the time that videos were propagated

in communities. To evaluate this design, we made 4 variants of

INPAC: INPAC-Seq connects the community nodes sequentially,

i.e., we create a directed edge from 𝑠 𝑗 to 𝑠𝑘 if they are adjacent in

the corresponding propagation sequence 𝑃𝑖 . INPAC-FC establishes

connections in a fully-connected manner, meaning that an edge is

created between 𝑠 𝑗 and 𝑠𝑘 if 𝑠 𝑗 precedes 𝑠𝑘 in 𝑃𝑖 . INPAC-G adopts the

graph construction method of CIG as suggested by the GAINRec

model [71]. INPAC-C omits any content information about the

video and its channel. Specifically, the video embeddings v𝑖 and the
channel embedding c𝜌 (𝑖 ) in Eq. (5) are randomly initialized.

From Figure 4, we observe that INPAC-Seq exhibits the lowest

performances. This result can be attributed to the limitations of the

sequential connection method, which fails to capture the underly-

ing influencing relationships between communities as manifested

by the sharing events. On the other hand, INPAC-FC performs bet-

ter than INPAC-Seq in terms of Rec@5 and Rec@10. However, the

fully-connected method can potentially lead to spurious correla-

tions. Perhaps surprisingly, INPAC-C outperforms both INPAC-Seq,
INPAC-FC, and INPAC-G on most metrics, suggesting that the

model can still achieve remarkable performance in the absence

of content features, given that the Community Influence Graphs

(CIGs) are properly constructed and modeled. This has broader im-

plications for its applicability to other types of information with less

available content, such as short online posts or URLs to misinfor-

mative websites. The superior performance of INPAC-C highlights

the importance of the construction of the Community Influence

Graph (CIG) in our approach. The CIG captures the interactions and

influence patterns among communities, which is a crucial aspect

when modeling the spread of information in online social networks.

By focusing on the underlying social structures, our method is able

to identify and predict the propagation of information more effec-

tively than solely relying on content features. Overall, the method

employed by INPAC achieves the best performances, demonstrating

the effectiveness of our graph construction approach.

4.4 Analysis of CIG

Figure 5 presents the visualization of Community Influence Graphs

(CIGs) for 4 videos with different topics (Section 3.2). Each video

was propagated in exactly 20 communities. The node colors and

sizes in the graphs represent the node degrees, while edge colors

indicate the edge weights. We observe that CIGs generated from

different videos demonstrate diverse connectivities and structures.

We categorized the CIGs into two groups: (1) CIGs with multiple

clusters, such as Figures 5(a)(c); and (2) CIGs with a single cluster,

such as Figures 5(b)(d).

Regarding the CIGs with multiple clusters, we analyzed the dif-

ferences between the clusters and the factors that contributed to

the video spreading across different clusters. In Figures 5(a)(c), the

videos were first posted in highly active communities. As the videos

gained visibility over time, they spread to different clusters of com-

munities. For instance, in Figure 5(a), the video was initially shared

in r/AskScienceDiscussion, a community focused on in-depth sci-

entific discussions, which aligned with the video’s original purpose.

Subsequently, as the video gained popularity, it was shared by dis-

tinct users in highly active COVID-19 related communities such

as r/CoronavirusUS and r/China_Flu. Furthermore, the video also

sheds light on the poor living conditions of animals in produce

markets, where animals are confined in stacked cages and sub-

jected to unsanitary conditions, evoking sympathy among viewers

regarding animal welfare. As a result, the video was shared in 5

topically similar communities related to vegetarianism and ani-

mal welfare, including r/Vegan, r/VeganActivism, r/PlantBasedDiet,
r/AnimalRights, and r/animalwelfare. In fact, the same group of

users spread the video to multiple semantically similar commu-

nities potentially due to overlapping interests. Our INPAC model

successfully models these correlated sharing behaviors as a 5-clique.

On the other hand, the CIGs in Figures 5(b)(d) exhibit a single

cluster. We manually examined how these videos spread to com-

munities with less obvious topical similarities. For instance, in Fig-

ure 5(d), the video first appeared in subreddits like r/WorshipTaylorSwift,
a popular subreddits centered around the famous singer Taylor

Swift, which directly relates to the posted video. Subsequently, the

video propagated to multiple semantically distinct communities at

different time periods. These communities included r/terracehouse,
a subreddit about the reality TV show Terrace House, where users

compared Taylor Swift’s songs with the show’s theme song and

other famous singers’ songs. Another example is r/NoStupidQuestions,
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a subreddit for discussing a wide range of curious questions, where

a user shared this video and questioned people’s obsession with

Taylor Swift. Our key findings are as follows:

• Initially, online content tends to be shared within communities

that closely match its topic. As the content gains popularity, it

gradually spreads to multiple communities with a broader range

of topics.

• Content is shared within topically similar communities in a short

period, regardless of whether it is shared by the same user or

different users. This observation aligns with previous studies [90]

that found faster/slower information diffusion among topically

similar/distant communities, respectively.

• There exist “Super spreaders” on online platforms who actively

engage in and disseminate content across multiple topically di-

verse communities. For example, we identified a user who played

a significant role in spreading the video in Figure 5(a) across

vegetarian-related subreddits. This user has posted a total of 118

YouTube videos, with 67 shared in vegetarian-related communi-

ties. Another similar observation from Figure 5(c) is a user who

actively contributed to communities about emotions, philosophy,

Marvel Comics, and anime before eventually spreading the video

among depression-related subreddits.

5 RELATEDWORKS

5.1 Information Diffusion

Modeling the spread of information in online social networks has

been a challenging task. Previous works have investigated informa-

tion diffusion on social media [16, 23], prediction of popularity [3],

social influence [58, 84], and topological analysis of follower net-

works [54, 93] for information sharing. While these studies cover a

broad spectrum of social interactions in online communities, they

generally focus on user-level influence and interactions. Research

has shown that the dissemination of information within a commu-

nity is different from that at the individual level [5, 75, 80, 125].

In this sense, diffusion models have been used to understand the

spread of ideas, information and influence on social and informa-

tion networks [59, 77]. Our study differs from the prior studies

in its methodology as it endeavors to delve into the intricacies of

community-level interactions.

5.2 Graph Neural Networks

Graph Neural Networks (GNNs) [9, 11–13, 50, 126, 127] have re-

ceived increased attention in recent years due to their exceptional

capacity to model complex, non-Euclidean graph structures. Re-

cently, GNNs have achieved state-of-the-art performances in var-

ious applications, including recommendation [15, 30, 48, 51, 70,

106, 123], user modeling [26, 35, 122], and social influence estima-

tion [58, 84, 121]. These methods typically structure events into

interaction graphs and leverage high-order relationships to derive

node/edge attributes [36, 41, 45, 56, 82]. Recently, dynamic graph

models [46, 53, 107, 112, 120] have emerged as powerful tools for

various tasks, e.g., node classification, link prediction, and repre-

sentation learning. The CLIPP problem can be modeled using dy-

namic networks [65–67] in which time-dependent representations

of videos and communities are learned to infer future interactions.

(a)

(c) (d)

(b)

r/ExistenƟalism

r/IsitBullshit

r/anything

r/depression

r/SeriesXbox

r/TwoBestFriendsPlay

r/vegan

r/AskScienceDiscussion

r/CoronavirusUS

r/CoronavirusConspiracy

r/China_Flu

r/VeganAcƟvism

r/PlantBasedDiet
r/animalwelfare

r/AnimalRights

r/truegaming r/Pathfinder_RPG

r/Pathfinder

r/IndianGaming

r/TaylorSwiŌ

r/popheads

r/WorshipTaylorSwiŌ

r/panicaƩhedisco

r/cfs

r/terracehouse

r/french

r/NoStupid-
  QuesƟons

r/GaylorSwiŌ

r/changemyview

r/Character
Rant

r/sad

Figure 5: Community Influence Graphs (CIGs) of 4 different

videos, all of which were propagated in exactly 20 commu-

nities. (a) HowWildlife Trade is Linked to Coronavirus; (b)

Black Myth: Wukong - Official 13 Minutes Gameplay Trailer;

(c) Thought experiment “BRAIN IN A VAT”; (d) Taylor Swift

- ME! Node sizes and colors indicate the node degrees. Edge

colors indicate the edge weights.

6 DISCUSSION AND CONCLUSION

Inference of community influence pathways can provide important

information about the structure and dynamics of online platforms

and the resulting information flow in the platform. This work cre-

ated and utilized this influence graph in a dynamic graph framework

INPAC to predict the flow of YouTube videos across Reddit com-

munities (subreddits). Some shortcomings of this work include: (i)

studying only YouTube-Reddit data and (ii) difficulty in the valida-

tion of the inferred influence graph. Future work includes alternate

approaches to generate and validate influence graphs, creation of

new dynamic graph models to predict information flow, and using

multi-platform data.
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A DISCUSSION

A.1 Difference between CLIPP and

Recommendation Problems

A.1.1 Distinct underlying dynamics. In recommendation problems,

the focus is on user behavior, as it largely reflects their interests,

making it crucial to model user preferences accurately for pre-

cise recommendations. Group recommendation models [119] sug-

gest items based on the combined preferences of users in a group,

whereas sequential recommendation [42, 110] models concentrate

on individual users’ preferences and the extent to which item at-

tributes align with those preferences.

On the other hand, the CLIPP problem encompasses a combina-

tion of factors that influence a user’s decision to post a video within

a community, where different users can share the video on different

communities. An information-sharing event within a community is

subject to factors such as user interests, community characteristics,

and the relationship between the community and the information

being shared. For example, a piece of information can be posted in

some online community due to the following reasons:

• Community members find the information valuable and wish to

share it with other, driven by internal factors such as interest or

altruism;

• Some users who originally do not belong to the community want

to promote their product or service to a wider audience;

• Users with malicious intent seek to spread false or misleading

information

A.1.2 The User Behaviors to be Modeled are Different. The goal of
the proposed CLIPP problem requires simultaneous understanding

of multiple users’ behavior. One video can be shared by different

users on different communities with completely different motiva-

tions. For example, a video 𝑣1 can be shared in community 𝑠1 by

user 𝑢1 with positive intent (e.g., promoting the video) while by an-

other user 𝑢2 in community 𝑠2 with negative intent (e.g., criticizing
the video). Yet, the goal is still to predict the next community on

which the video will appear.

A.1.3 The Goals of the Problems are Different. The primary ob-

jective of the CLIPP problem is to model information flow across

online communities rather than creating a recommender system.

Although our proposed INPAC approach can be adapted for se-

quential recommendation, its primary focus is on capturing the

complex interactions between users, communities, and information.

Our experimental results (Tables 4-5) demonstrate that existing

recommendation models were not designed to address the CLIPP

problem and have inherent limitations when applied to it.

A.1.4 The Datasets are not Directly Transferable. As the first three
points suggest, existing recommender system datasets, such as

LastFM
3
, MovieLens

4
, and Goodreads

5
, are not directly applicable

to solving the CLIPP problem, as they lack information about clearly

defined online communities and the sharing of information across

those online communities. This discrepancy highlights the need for

distinct datasets that capture the complex dynamics specific to the

CLIPP problem.

In summary, although there may be some overlap between the

methods used in recommender systems and the CLIPP problem,

they are fundamentally different problems that require distinct

approaches to model the unique interactions between users, com-

munities, and information sharing.

A.2 Extension to Other Types of Features

Our proposed framework can be extended to handle other complex

types of information, such as images and audio. We outline the

simple modifications required to accommodate these data formats.

Specifically, in Section 3.3, we can add the appropriate encoders

for image or audio instead of using the encoder for video content.

Below are the potential encoders to use image and audio content

Image: To handle images, we can incorporate a variety of image

encoders, such as CNN [55], ResNet [32], or Vision Transformer [14,

114], which will convert each input image into a 𝐷-dimensional

feature vector. This vector can then be fed into our current model

architecture as an input for community prediction.

Audio To accommodate audio data, there are several options

for encoding audio into a 𝐷-dimensional representation, including

MFCC-based models [68], LSTM [24], or Transformer-based models

such as Conformer [25]. The choice of encoder would depend on

the specific characteristics of the audio data, the acceptable level of

computational costs, and the desired level of representation.

3
http://millionsongdataset.com/lastfm/

4
https://grouplens.org/datasets/movielens/

5
https://sites.google.com/eng.ucsd.edu/ucsdbookgraph/home

http://millionsongdataset.com/lastfm/
https://grouplens.org/datasets/movielens/
https://sites.google.com/eng.ucsd.edu/ucsdbookgraph/home


Predicting Information Pathways Across Online Communities KDD ’23, August 6–10, 2023, Long Beach, CA, USA

Table 6: Performances on the Small dataset for warm-start videos

(a) Popular Subreddits

MF NGCF LightGCN SVD-GCN TiSASRec TGAT TGN INPAC Impr.

NDCG@5 35.92 ± 0.30 36.39 ± 0.56 37.95 ± 0.53 38.89 ± 0.33 39.17 ± 0.50 39.22 ± 0.46 40.33 ± 0.22 43.81 ± 0.29 8.6%

Rec@5 52.21 ± 0.48 53.01 ± 0.41 55.05 ± 0.52 56.50 ± 0.37 56.34 ± 0.50 56.79 ± 0.17 57.33 ± 0.30 60.89 ± 0.40 6.2%

NDCG@10 40.25 ± 0.79 40.91 ± 0.25 41.77 ± 0.36 42.45 ± 0.24 42.95 ± 0.39 42.65 ± 0.16 43.27 ± 0.25 46.11 ± 0.26 6.6%

Rec@10 65.83 ± 0.52 66.30 ± 0.66 68.21 ± 0.61 68.48 ± 0.37 68.39 ± 0.33 68.53 ± 0.31 68.60 ± 0.20 70.31 ± 0.59 2.5%

MRR 33.47 ± 0.61 34.12 ± 0.31 34.71 ± 0.38 36.22 ± 0.29 36.55 ± 0.46 36.75 ± 0.29 37.45 ± 0.30 40.24 ± 0.44 7.5%

(b) Non-Popular Subreddits

NDCG@5 7.71 ± 0.31 8.14 ± 0.07 8.58 ± 0.23 9.50 ± 0.17 9.65 ± 0.22 9.64 ± 0.17 9.87 ± 0.03 11.14 ± 0.18 12.9%

Rec@5 12.00 ± 0.33 12.52 ± 0.18 13.16 ± 0.22 14.17 ± 0.11 14.38 ± 0.23 14.47 ± 0.18 14.58 ± 0.12 15.31 ± 0.17 5.0%

NDCG@10 9.93 ± 1.08 10.09 ± 0.13 11.96 ± 0.21 12.05 ± 0.13 12.37 ± 0.31 12.61 ± 0.32 12.98 ± 0.08 14.25 ± 0.31 9.8%

Rec@10 19.61 ± 0.46 18.21 ± 0.11 22.56 ± 0.31 23.16 ± 0.32 23.51 ± 0.31 23.27 ± 0.20 23.63 ± 0.10 25.28 ± 0.44 7.0%

MRR 8.08 ± 0.24 9.09 ± 0.35 9.74 ± 0.20 10.20 ± 0.17 10.60 ± 0.15 11.11 ± 0.20 11.57 ± 0.16 13.75 ± 0.21 18.8%

Table 7: Performances on the Small dataset for cold-start videos.

(a) Popular Subreddits

MF NGCF LightGCN SVD-GCN TiSASRec TGAT TGN INPAC Impr.

NDCG@5 34.57 ± 1.56 36.46 ± 0.17 39.24 ± 0.97 40.27 ± 1.29 41.33 ± 0.94 42.45 ± 1.16 42.66 ± 1.16 46.44 ± 1.28 8.9%

Rec@5 58.19 ± 1.85 58.51 ± 0.51 57.58 ± 0.17 60.60 ± 0.95 64.46 ± 0.90 67.07 ± 1.30 67.51 ± 1.27 71.53 ± 1.17 6.0%

NDCG@10 41.02 ± 0.82 43.63 ± 0.16 43.75 ± 0.99 44.74 ± 0.64 46.11 ± 1.10 47.77 ± 1.17 47.90 ± 1.08 50.81 ± 1.33 6.1%

Rec@10 84.98 ± 0.86 83.64 ± 0.41 85.53 ± 0.26 87.52 ± 0.89 88.13 ± 0.99 88.13 ± 1.14 88.19 ± 1.13 91.17 ± 1.41 3.4%

MRR 29.65 ± 0.76 31.95 ± 0.46 31.93 ± 0.76 32.56 ± 0.76 36.55 ± 1.27 36.64 ± 1.24 36.89 ± 1.14 38.44 ± 1.27 4.2%

(b) Non-Popular Subreddits

NDCG@5 7.23 ± 1.18 8.16 ± 0.38 8.04 ± 1.09 7.86 ± 0.95 8.45 ± 1.36 8.39 ± 1.15 8.83 ± 1.12 10.05 ± 1.20 13.8%

Rec@5 10.53 ± 1.02 12.30 ± 0.50 11.72 ± 0.38 13.41 ± 0.80 13.23 ± 1.28 13.92 ± 1.29 14.40 ± 1.14 15.23 ± 0.81 5.8%

NDCG@10 11.59 ± 1.76 11.12 ± 0.30 10.55 ± 0.90 11.27 ± 1.06 10.13 ± 0.32 11.50 ± 1.18 11.62 ± 1.16 12.75 ± 0.21 9.7%

Rec@10 20.40 ± 0.86 23.07 ± 0.34 22.78 ± 0.76 22.72 ± 1.42 23.38 ± 1.32 23.71 ± 1.21 23.90 ± 1.09 25.09 ± 1.20 5.0%

MRR 8.61 ± 1.34 9.78 ± 0.24 10.98 ± 0.38 10.00 ± 0.43 9.30 ± 0.16 10.68 ± 1.21 10.97 ± 1.18 11.83 ± 1.12 7.8%

A.3 Rationale Behind Using Reddit Data

The rationale for focusing on YouTube videos on Reddit is:

• Reddit: We chose to study Reddit because Reddit is one of the

largest global social platforms. It is ranked among the top 10

visited websites worldwide [108]. Most importantly, unlike many

other social platforms, Reddit users form clearly defined commu-

nity structures. These communities, also known as subreddits, are

typically centered around specific topics or interests, such as mu-

sic, politics, science, or gaming. The community-centric nature of

Reddit makes it easy to analyze user group behavior and identify

patterns of information sharing across different communities.

• Cross-posting of YouTube videos on Reddit: YouTube videos

have previously been shown to be a major means of spread-

ing misinformation on other platforms including Reddit [72].

YouTube is the second most popular platform in the world with

2.51 billion monthly active users [94], and is one of the most

popular ways for users to consume online information.

• Rich semantic information: YouTube videos contain a wealth

of textual and visual information that can help us develop a more

comprehensive understanding of the content and its potential

for spreading misinformation. This multimodal nature allows us

to extract features from both visual and textual data.

• Traceability of sharing patterns: The sharing of YouTube

videos on Reddit can be easily traced, enabling us to study the

dissemination of misinformation across communities. In contrast,

other types of information such as quotes and online memes [57,

64, 85], can be more difficult to track due to the evolution and

modification of their content [57, 85].

B EVALUATION

B.1 Performances on the Small Dataset
Tables 6 and 7 present the results on the Small dataset for warm-

start and cold-start videos, respectively. Remarkably, our INPAC
model consistently surpasses all baseline methods with statistically

significant improvements.
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