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ABSTRACT

Real-world graphs such as social networks, communication net-

works, and rating networks are constantly evolving over time. Many

deep learning architectures have been developed to learn effective

node representations using both graph structure and dynamics.

While being crucial for practical applications, the robustness of

these representation learners for dynamic graphs in the presence of

adversarial attacks is highly understudied. In this work, we design

a novel adversarial attack on discrete-time dynamic graph models

where we desire to perturb the input graph sequence in a manner

that preserves the temporal dynamics of the graph while drop-

ping the performance of representation learners. To this end, we

motivate a novel Temporal Dynamics-Aware Perturbation (TDAP)

constraint, which ensures that perturbations introduced at each

time step are restricted to only a small fraction of the number of

changes in the graph since the previous time step. We present a

theoretically-motivated Projected Gradient Descent approach for

dynamic graphs to find effective perturbations under the TDAP

constraint. Experiments on two tasks — dynamic link prediction

and node classification, show that our approach is up to 4x more

effective than the baseline methods for attacking these models.

We extend our approach to a more practical online setting where

graphs become available in real-time and show up to 5x superior

performance over baselines We also show that our approach suc-

cessfully evades state-of-the-art neural approaches for anomaly

detection, thereby promoting the need to study robustness as a part

of representation-learning approaches for dynamic graphs.

CCS CONCEPTS

• Computing methodologies→ Neural networks; Supervised
learning; • Information systems→ Data mining.
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1 INTRODUCTION

Graph Neural Networks (GNNs) have been shown to be vulnerable

to adversarial perturbations [2, 12, 22, 30, 50, 60]. This has raised

major concerns against their use in important industrial applica-

tions such as friend/product recommendation [43, 46, 54] and fraud

detection [19, 56]. Recent advancements in designing attack and

defense mechanisms to address these concerns have predominantly

focused on GNN models for static graphs. In reality, the graph

structure evolves with time as new interactions happen and new

connections are formed [25, 28]. GNN models that incorporate the

temporal information are shown to outperform their static counter-

parts in modeling dynamic networks on tasks such as predicting

link existence in the future [8, 18, 23, 39, 44]. These models have

been used for security-critical applications such as recommenda-

tion engines for e-commerce [27] and social networks [41], urban

traffic monitoring [21], and modeling financial networks [16].

However, the vulnerability of these models to adversarial pertur-

bations is less studied. The design of adversarial attacks for dynamic

graphs to support such a study is challenging for two reasons — (1)

Attacks must simultaneously optimize both the edge(s) to perturb

and the time to perturb them, and (2) Attacks must preserve the

original graph evolution after perturbation in order to evade detec-

tion. Attacks that disturb the graph evolution are not desired since

they can be detected by various dynamic graph anomaly detection

methods [1, 5, 6]. Thus, it is crucial to formulate effective adversar-

ial attacks over time such that they do not significantly alter the

original evolution of the graph structure.

In this work, we introduce a novel Temporal Dynamics-Aware

Perturbation (TDAP) constraint to formulate evolution-preserving

attacks on discrete-time dynamic graphs. This constraint asserts

that the number of modifications added at the current timestep

should only be a small fraction of the actual number of changes
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Table 1: Comparison of our attack with existing works on

graph adversarial attacks. Note that an attack is TDAP if the

perturbations are aware of the local temporal dynamics.

Method Dynamic White-box Evasion Targeted TDAP Online

PGD [53] ✓ ✓ ✓

IG-JSMA [53] ✓ ✓ ✓

Fan et al. [14] ✓ ✓

Dyn-Backdoor [9] ✓ ✓

TGA [10] ✓ ✓ ✓ ✓

TD-PGD (proposed) ✓ ✓ ✓ ✓ ✓ ✓

with respect to the preceding timestep. We show theoretically that

perturbations made under TDAP constraint preserves the rate of

change both in the structural and the embedding spaces. To find

effective attacks under this proposed constraint, we consider a

temporally-local, targeted, white-box, and evasion setting. As noted

in Table 1, no prior works exist that can find attacks under our

novel setting. Thus, we present a theoretically-grounded Temporal

Dynamics-aware Projected Gradient Descent (TD-PGD) approach.

The locality of the constraint in time allows us to easily extend

this approach to find attacks in a more practical online setting

[35] that has not been studied before for dynamic graphs. Here,

perturbations are found in real-time without any knowledge of the

future snapshots. Our contributions can be summarized as follows:

(1) We introduce a novel Temporal Dynamics-Aware Perturbation

(TDAP) constraint to perturb discrete-time dynamic graphs

while theoretically preserving the evolution of the graphs.

(2) We present a theoretically-grounded PGD-based white-box at-

tack to find effective attacks on dynamic graphs under the novel

TDAP constraint in both offline and online settings.

(3) We show that TD-PGD outperforms the baselines across 4 dif-

ferent datasets, 3 victim models, and 2 tasks in both offline and

online settings. We release our code for future reference
1
.

(4) We also demonstrate that TDAP-constrained perturbations are

not detected by embedding-based anomaly detection methods.

2 RELATEDWORK

Representation Learning for Dynamic Graphs. GNNs have

been combined with sequential modeling architectures [23] to

model dynamic graphs. For instance, discrete-time graphs have been

modeled by using GNNs and RNNs together in a pipeline [34, 37]

or an embedded manner [8, 39]. Attention-based models have also

been proposed to jointly encode the graph structure and its dy-

namics [44]. For continuous-time graphs, both RNN [27, 31, 47, 48]

and attention-based models [41, 52] have been proposed to update

embeddings in real-time, upon the occurrence of a new event.

Adversarial Attacks on Graphs. Static GNNs are known to be

vulnerable to adversarial attacks in different settings [22]. White-

box attacks are studied assuming complete knowledge of the under-

lying model [50, 53]. Limiting the model knowledge, vulnerability

of static GNNs against gray-box [60] and black-box attacks [12]

have also been extensively studied. While most attacks are studied

under a budget constraint, someworks explore other strategies such

as edge-rewiring [32, 33], low-degree attack [30], and preservation

of homophily [11] and degree statistics [60].

1
https://github.com/claws-lab/TDAP

In comparison, the literature on adversarial attacks for dynamic

graphs is scarce. Time-aware Gradient Attack (TGA) [10] is a white-

box evasion attack that greedily selects the perturbations across

time under a budget constraint. In addition, attacks to poison train-

ing data [9] and black-box attacks using RL approaches [14] have

also been proposed.

AnomalyDetection onDynamicGraphs.Both supervised [6,

49, 57, 58] and unsupervised [18, 45, 55] anomaly detection ap-

proaches have been studied in the literature for dynamic graphs [1,

33, 40]. We focus on the more practical unsupervised methods in

this work. In the case of dynamic graphs, perturbations must pre-

serve the temporal flow to be imperceptible. Traditional anomaly

detection algorithms flag an instance to be anomalous if the dis-

tance between consecutive snapshots crosses a threshold [1]. In

particular, Graph Edit Distance and Hamming distance between

adjacency matrices have been used to monitor communication net-

works [5, 45]. More recently, neural approaches have looked at

the consecutive change in the embedding space to detect anom-

alies without feature extraction [6, 18]. NetWalk finds anomalies

by clustering the embeddings together [55].

Table 1 compares our contributions against prior work.

3 METHODOLOGY

Problem. Let G1,G2, · · · ,G𝑇 be the original graph snapshots

and G′
1
,G′

2
· · · ,G′

𝑇
be the corresponding perturbed snapshots. Note

that G𝑖 = (X𝑖 ,A𝑖 ) where X𝑖 ,A𝑖 are the node features and the

adjacency matrix for snapshot 𝑖 , respectively. Also, let M be a

victim dynamic graph model that we want to attack and let 𝑓M
be a function that generates the corresponding node embeddings

of G𝑡 given G1:𝑡−1. Let 𝑦task be the actual labels for a given task

(for dynamic link prediction, these correspond to binary labels

representing link existence in the future snapshot).

Then, the objective of the attacker is to introduce structural per-

turbations S𝑡 = A′𝑡 −A𝑡 at each timestep 𝑡 < 𝑇 such that the model

inference at timestep𝑇 for the target entities 𝐸𝑡𝑔 deteriorates. More

formally, the attacker solves the following optimization problem:

max

A′
1
,A′

2
, · · · ,A′

𝑇−1
L
task

(
𝑦
task
(𝑓M (A′1:𝑇−1)), 𝑦task, 𝐸𝑡𝑔

)
(1)

such that C(A′
1:𝑇−1) holds

for some constraint function C on the perturbed adjacency matrices

A′𝑡 for each time 𝑡 . Here, 𝑦
task

denotes the predicted labels for the

given task and L
task

is a task-specific loss, for example, a binary

cross entropy (CE) loss for link prediction.

The constraint function C is designed to ensure imperceptibility

of the adversarial perturbations. In the literature, a budget con-

straint has been widely used to enforce imperceptibility in graphs

[12] and computer vision [17]. However, this constraint only bounds

the total amount of perturbations that can be introduced by an at-

tacker. When the input is dynamic, as in the case of dynamic graphs,

the perturbations should be constrained in the context of how the

input evolves. However, since the budget constraint completely

ignores the graph dynamics, it could lead to a drastic change in the

evolution trend of the graph and thus, making the attacks easily

detectable. For instance, with the budget constraint, all the pertur-

bations can be made at a single time step, leading to an anomalous

spike, which would be easily detected as a possible attack by graph
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Figure 1: Overview of the Temporal Dynamics-aware Pertur-

bation attack. The attacker is able to flip the prediction on

the target while (theoretically) evading detection.

anomaly detection methods for dynamic graphs [1, 5, 45]. Thus, a

constraint is desired that can ensure that the introduced perturba-

tions do not disrupt the evolving trend of the dynamic graphs.

3.1 Temporal Dynamics-Aware Perturbation

(TDAP) Constraint

The simplest measure to study evolution is to consider the change

in the input between consecutive time steps. Thus, for a discrete-

time input {x𝑡 }, this corresponds to the discrete-time differential

norm at time 𝑡 , given by 𝑑x𝑡 = ∥x𝑡 − x𝑡−1∥. Then, we define

Definition 1 (TDAP). The number of perturbations introduced
to input x at time step 𝑡 must not be more than a fraction 𝜖 times the
differential at 𝑡 , i.e. TDAP(𝜖) := ∥x′𝑡 − x𝑡 ∥ ≤ 𝜖𝑑x𝑡 ∀𝑡 .

For the case of dynamic graphs when the graph structure evolves

(for example, in social networks and transaction networks [39,

44]), this constraint becomes ∥A′𝑡 − A𝑡 ∥1 ≤ 𝜖𝑑A𝑡 . Alternatively, a

dynamic graph may also involve a temporally-evolving signal at

each node [29, 38, 42], in which case, this constraint is applied to

the node features as ∥X′𝑡 − X𝑡 ∥1 ≤ 𝜖𝑑X𝑡 .

In this work, we focus on dynamic graph structures such that

the constraint C (in Equation 1) for the perturbations is a TDAP

constraint. The optimization problem for the attacker, thus, becomes

max

A′
1
,A′

2
, · · · ,A′

𝑇−1
L
task

(
𝑦
task
(𝑓M (A′1:𝑇−1)), 𝑦task, 𝐸𝑡𝑔

)
(2)

such that ∀𝑡 ∈ (1,𝑇 ) :
∥A′𝑡 − A𝑡 ∥
∥A𝑡 − A𝑡−1∥

≤ 𝜖

∥A′
1
− A1∥ ≤ 𝜀1,

where 𝜖, 𝜀1 are given parameters for this optimization. We use ∥·∥
to denote the 1-norm of the matrix flattened into a vector a, unless
otherwise mentioned. This means ∥A′𝑡 − A𝑡 ∥ = ∥a′𝑡 − a𝑡 ∥1, where
a, a′ are flattened vectors of A,A′ respectively. Also, let us define
the perturbation matrix S𝑡 := A′𝑡 − A𝑡 and 𝜀𝑡 := 𝜖 ∥A′𝑡 − A𝑡 ∥. Then,
TDAP constraint can bewritten equivalently as ∥S𝑡 ∥ := ∥A′𝑡−A𝑡 ∥ =
∥a′𝑡 − a𝑡 ∥1 ≤ 𝜀𝑡 := 𝜖𝑑A𝑡 = 𝜖 ∥a𝑡 − a𝑡−1∥1 = 𝜖 ∥A𝑡 − A𝑡−1∥.

Implications. We show that TDAP constraint has the following

implications on the perturbations.

(1) Perturbations under TDAP constraint preserves the aver-

age rate of structural change.

Theorem 1. Let 𝑑A𝑡 =
1

𝑡

∑
𝜏≤𝑡 𝑑A𝜏 , 𝑑A′𝑡 =

1

𝑡

∑
𝜏≤𝑡 𝑑A′𝜏 . Then,

|1 − 2𝜖 |𝑑A𝑡 ≤ 𝑑A′𝑡 ≤ 2𝜖𝑑A𝑡 + 𝛽𝑡 , (3)

for some constant 𝛽𝑡 ∈ R≥0.

Proof. (1) |1 − 2𝜖 |dAt ≤ dA′t
Note that ∥·∥1 ≥ ∥·∥2, thus TDAP also gives us ∥a′𝜏 − a𝜏 ∥2 ≤ 𝜀𝜏 .

This implies a𝜏 − 𝜀𝜏e ≤ a′𝜏 ≤ a𝜏 + 𝜀𝜏e for all unit vectors e.
Substituting the above inequalities in ∥A′𝜏 − A′

𝜏−1∥ = ∥a′𝜏 −
a′
𝜏−1∥, we get ∥A

′
𝜏 −A′𝜏−1∥ ≥ ∥(a𝜏 − 𝜀𝜏e1) − (a𝜏−1 + 𝜀𝜏−1e2)∥1,

for some unit vectors e1, e2. Using reverse triangle inequality,
∥A′𝜏 − A′𝜏−1∥ ≥ |∥a𝜏 − a𝜏−1∥1 − ∥𝜀𝜏e1 + 𝜀𝜏−1e2∥1 | ≥
|∥a𝜏 − a𝜏−1∥1 − (𝜀𝜏 ∥e1∥1 + 𝜀𝜏−1∥e2∥1) |, due to triangle inequal-
ity. Summing both sides over all time steps until 𝑡 , we get∑
𝜏≤𝑡 ∥A′𝜏 − A′𝜏−1∥ ≥

∑
𝜏 |∥a𝜏 − a𝜏−1∥1 − 𝜀𝜏 − 𝜀𝜏−1 | ≥

|∑𝜏 ∥A𝜏 − A𝜏−1∥1 − 𝜖 (∥A𝜏 − A𝜏−1∥1 + ∥A𝜏−1 − A𝜏−2∥1) |.
Replacing

∑
𝜏 ∥A𝜏 − A𝜏−1∥ as 𝑑A𝑡 , we get the desired result.

(2) dA′t ≤ 2𝜖dAt + 𝛽
By definition of S𝜏 , 𝑑A′𝜏 = ∥A′𝜏 −A′𝜏−1∥ = ∥(A𝜏 + S𝜏 ) − (A𝜏−1 +
S𝜏−1)∥. Then, using triangle inequality, we get 𝑑A′𝜏 ≤ ∥A𝜏 +
S𝜏 ∥+∥A𝜏−1+S𝜏−1∥ ≤ ∥A𝜏 ∥+∥S𝜏 ∥+∥A𝜏−1∥+∥S𝜏−1∥. Now, since
∥S𝜏 ∥ ≤ 𝜖𝑑A𝜏 , 𝑑A′𝜏 ≤ 𝜖𝑑A𝜏 +𝜖𝑑A𝜏−1+∥A𝜏 ∥+ ∥A𝜏−1∥. Then, we
get𝑑A′𝑡 =

1

𝑡

∑
𝜏 𝑑A′𝜏 ≤ 1

𝑡

∑
𝜏 (𝜖𝑑A𝜏 + 𝜖𝑑A𝜏−1 + ∥A𝜏 ∥ + ∥A𝜏−1∥)

≤ 2𝜖 1𝑡
∑
𝜏 𝑑A𝜏 + 2

𝑡

∑
𝜏 ∥A𝜏 ∥, which gives us the desired result

for 𝛽𝑡 =
2

𝑡

∑
𝜏 ∥A𝜏 ∥. □

This means that the average structural evolution after TDAP

perturbations remains within a factor ofmax{2𝜖, |1− 2𝜖 |} of its
original value. Since 𝜖 is a parameter controlled by the attacker,

hemay tune this value to obtain arbitrarily strong bounds on the

average evolution. Also, note that the additive factor is just two

times the average number of edges in the past (or equivalently

the average degree in the past snapshots, for a targeted case).

In comparison, a budget constraint only bounds

∑
𝑡 ∥A′𝑡 − A𝑡 ∥

which gives no such guarantees on 𝑑A′𝑡 with respect to 𝑑A𝑡 .

(2) Perturbations under TDAP constraint preserves the rate

of embedding change.

Corollary 1. Let 𝑑Z𝑡 = ∥Z𝑡 − Z𝑡−1∥1. Then,
|1 − 2𝜖 |𝜒𝑡𝑑Z𝑡 ≤ 𝑑Z′𝑡 ≤ 2𝜖𝛾𝑡𝑑Z𝑡 + 𝛽𝑡𝛾𝑡 , (4)

for 𝛽𝑡 from Theorem 1 and some constants 𝜒𝑡 , 𝛾𝑡 ∈ R≥0.

Proof. We prove these results by showing 𝐶1,𝑡𝑑A𝑡 ≤ 𝑑Z𝑡 ≤
𝐶2,𝑡𝑑A𝑡 and𝐶

′
1,𝑡
𝑑A′𝑡 ≤ 𝑑Z′𝑡 ≤ 𝐶 ′

2,𝑡
𝑑A′𝑡 . Then, the result follows

by applying Theorem 1 such that 𝜒𝑡 = 𝐶 ′
1,𝑡
/𝐶2,𝑡 , 𝛾𝑡 = 𝐶 ′

2,𝑡
/𝐶1,𝑡 .

Note that Z𝑡 = f𝑡 (a𝑡 , a𝑡−1, · · · , a1), where f𝑡 : R𝑛
2𝑡 → R𝑛𝑑

such that 𝑛 is the number of nodes. Instead, we consider equiva-

lently the vector function Z𝑡 = f (a𝑡 , · · · , a1, 0, 0, · · · , 0), where
we append (𝑇 − 𝑡) zeros such that f : R𝑛

2𝑇 → R𝑛𝑑 . Let us con-
sider the concatenated vector a≤𝑡 = (a𝑡 , a𝑡−1, · · · , a1, 0, · · · , 0).
By Cauchy’s Mean Value Theorem in several variables, we have

∇−f · (a≤𝑡 − a≤𝑡−1) ≤ Z𝑡 − Z𝑡−1 ≤ ∇f · (a≤𝑡 − a≤𝑡−1), where
∇− is the left-hand derivative. This gives us ∥Z𝑡 − Z𝑡−1∥ ≤
∥∇f ∥ ∥a≤𝑡 − a≤𝑡−1∥ by Cauchy-Schwarz inequality and ∥Z𝑡 −
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Z𝑡−1∥ ≥ ∥∇−f ∥ ∥a≤𝑡 − a≤𝑡−1∥ cos(𝜃 ), by the definition of dot

product when 𝜃 is the angle in between.

Next, we note that ∥a≤𝑡 − a≤𝑡−1∥1 = ∥(a𝑡 − a𝑡−1, · · · , a2 −
a1, a1)∥1 =

∑
𝑡 ∥a𝑡 − a𝑡−1∥1 = 𝑇𝑑A𝑡 . Substituting this in mean

theorem results, we get 𝐶1,𝑡𝑑A𝑡 ≤ 𝑑Z𝑡 ≤ 𝐶2,𝑡𝑑A𝑡 for some

constants 𝐶1,𝑡 ,𝐶2,𝑡 . Similarly, we get for 𝑑Z′. □
This means that the embedding change after perturbation

remains within a factor that depends on the gradient of the

embedding function and the constants from Theorem 1. This

gives control to the attacker through 𝜖 to attack in a manner that

distorts the embedding evolution within a permissible value.

(3) Perturbations under TDAP constraint change the embed-

dings by a factor of the average rate of structural change.

Proposition 1. ∥Z′𝑡 − Z𝑡 ∥ ≤ ∥∇f ∥𝑡𝜖𝑑A𝑡 .

Proof. By Cauchy’s MVT on f with inputs a′≤𝑡 and a≤𝑡 , we
get Z′𝑡 − Z𝑡 ≤ ∇f · (a′≤𝑡 − a≤𝑡 ), which gives us ∥Z′𝑡 − Z𝑡 ∥ ≤
∥∇𝑓 ∥ ∥a′≤𝑡 − a≤𝑡 ∥ by Cauchy-Schwarz inequality. Note that

∥a′≤𝑡 −a≤𝑡 ∥1 =
∑
𝜏 ∥a′𝜏 − a𝜏 ∥1. Using TDAP constraint, we then

get ∥a′≤𝑡 − a≤𝑡 ∥1 ≤
∑
𝜏 𝜖 ∥a𝜏 − a𝜏−1∥ ≤ 𝑡𝜖𝑑A𝑡 . □

This means that due to TDAP, embeddings are perturbed by

only a factor of the average rate of structural change originally.

The attacker can further control this multiplicative factor via

𝜖 such that the embeddings after perturbation remain close

enough to their original values.

3.2 Attack Methods Under TDAP Constraint

While the TDAP constraint allows us to limit the effect of the

perturbations on the graph’s evolution, it is not clear how one can

efficiently find perturbations that maximize a loss function under

this constraint. To this end, we present two algorithms to solve the

optimization problem of Equation 2.

3.2.1 Greedy Time-Aware Gradient (TGA(𝜖)). Inspired by the
closest work [10], a greedy strategy can be adopted to find effective

perturbations under our TDAP constraint. We extend this existing

work to our novel constraint for a fair comparison. Here, pertur-

bations are simply selected in a greedy manner based on their

gradient with respect to the downstream loss, while satisfying the

constraint. Following TGA, we further reduce the time complexity

of this greedy search by dividing the search space into two steps.

First, we find the top-gradient perturbation at each time step and

then, select the one that reduces the prediction probability the most.

In particular, we greedily select the perturbations with the lowest

probability such that TDAP(𝜖) is not violated for any time step.

Complexity. We note here that TGA(𝜖) makes 𝑂 (𝜖∑𝑡 𝑑A𝑡 )
backward calls to the victimmodel for gradient calculation. Let each

backward call take 𝑇𝑏𝑤 time for a modelM. Then, the total time

complexity for this algorithm is given by 𝑂 (𝜖∑𝑡 𝑑A𝑡𝑇𝑏𝑤). An effi-

cient implementation of greedy can greedily pick the top-gradient

perturbations without storing gradients. This stores just the se-

lected perturbations and gives a space complexity of 𝑂 (𝜖∑𝑡 𝑑A𝑡 ).

3.2.2 TemporalDynamics-aware ProjectedGradientDescent.
Since the constrained optimization in Equation 2 has a general con-

tinuous objective, a greedy approach is only sub-optimal (even for

a simpler convex objective) with no theoretical guarantees. A more

Algorithm 1 Temporal Dynamics-aware Projected Gradient

Descent (TD-PGD)

Require: TDAP variables 𝜀𝑡 (from Thm. 2), Initial vector s(0) , Loss
function L, Actual labels 𝑦, Target entities 𝐸𝑡𝑔 , Time steps 𝑇 ,

Learning rate 𝜂𝑖 , Iterations 𝑁 , Rounding iterations 𝑁𝑟

Ensure: Perturbation vector s(𝑖)𝑡 preserves TDAP(𝜖) for all 𝑖, 𝑡
1: for 𝑖 = 1 to 𝑁 do

2: Perturb: G′𝑡 ← G𝑡 ⊕ s(𝑖−1)𝑡 for all 𝑡 .

3: Gradient Descent: s(𝑖) ← s(𝑖−1) + 𝜂𝑖∇sL(G′, 𝑦, 𝐸𝑡𝑔).
4: Project: For all 𝑡 : s(𝑖)𝑡 ← ΠC (s(𝑖)𝑡 ) from Equation 5.

5: S𝑡 ← ROUND (s(𝑁 )𝑡 , 𝑁𝑟 , {𝜀𝑡 })

standard approach to do optimization under a convex constraint is

to use projected gradient descent (PGD) [3, 4]. Since our problem

is in discrete-space, we first relax it into continuous space, find

the solution using PGD and then, randomly round it to obtain a

valid solution for the discrete problem. In particular, we relax the

perturbation matrix S𝑡 into a continuous vector s𝑡 and show that a

closed-form projection operator exists for the TDAP(𝜖) constraint.
Algorithm 1 demonstrates the steps involved in this approach (TD-

PGD), following the result of Proposition 2.

Proposition 2. Suppose C denotes the feasible perturbation
space for the constraints ∥A′𝑡−A𝑡 ∥/∥A𝑡−A𝑡−1∥ ≤ 𝜖 for all 1 < 𝑡 < 𝑇

and ∥A′
1
−A1∥ ≤ 𝜀1. Then, one can project the perturbation vector s𝑡

onto C as s′𝑡 = ΠC (s𝑡 ) = argmins′𝑡 ∈C
1

2
∥s′𝑡 − s𝑡 ∥22:

ΠC (s𝑡 ) =
{
𝑃 [0,1] (s𝑡 − 𝜇𝑡1) if ∃𝜇𝑡 > 0 : 1𝑇 𝑃 [0,1] (s𝑡 − 𝜇𝑡1) = 𝜀𝑡

𝑃 [0,1] (s𝑡 ) if 1𝑇 𝑃 [0,1] (s𝑡 ) ≤ 𝜀𝑡

(5)

where 𝜀𝑡 = 𝜖𝑑A𝑡 = 𝜖 ∥A𝑡 − A𝑡−1∥ for 𝑡 > 1, and 𝑃 [0,1] (𝑥) = 𝑥 if
𝑥 ∈ [0, 1], 0 if 𝑥 < 0 and 1 if 𝑥 > 1.

Proof. The constraints are 1𝑇 s′𝑡 ≤ 𝜀𝑡 , s′𝑡 ∈ [0, 1]. Lagrangian
of the projection optimization problem can then be written as

𝐿(s′𝑡 , s𝑡 ; 𝜇𝑡 ,𝝀0,𝝀1) = 1

2
∥s′𝑡 − s𝑡 ∥22 + 𝜇𝑡 (1

𝑇 s′𝑡 − 𝜀𝑡 ) +𝝀0 · (−s′𝑡 ) +𝝀1 ·
(s′𝑡−1). KKT conditions imply that s′𝑡−s𝑡 +𝜇𝑡−𝝀0+𝝀1 = 0, such that
𝜇𝑡 ,𝝀0,𝝀1 ≥ 0 and 𝜇𝑡 (1𝑇 s′𝑡−𝜀𝑡 ) = 0,𝝀0⊙(−s′𝑡 ) = 0,𝝀1⊙(s′𝑡−1) = 0,
while satisfying 1𝑇 s′𝑡 ≤ 𝜀𝑡 , s𝑡 ∈ [0, 1]. Thus, 𝝀0,𝝀1 can be replaced

by an elementwise clamping operation within [0, 1], i.e., 𝑃 [0,1] (·)
since they are zero when they are within the range and otherwise

equal to a value such that 𝑠𝑡 = 0 or 1. Thus, s′𝑡 = 𝑃 [0,1] (s𝑡 − 𝜇𝑡1)
such that 𝜇𝑡 = 0 if 1𝑇 𝑃 [0,1] (s𝑡 ) ≤ 𝜀𝑡 otherwise we find 𝜇𝑡 ≥ 0 such

that 1𝑇 𝑃 [0,1] (s𝑡 − 𝜇𝑡1) − 𝜀𝑡 = 0. □
Following [53], we use the bisection method [3] to solve the equa-

tion 1𝑇 𝑃 [0,1] (s𝑡 − 𝜇𝑡1) = 𝜀𝑡 in 𝜇𝑡 for 𝜇𝑡 ∈ [min(s𝑡 − 1),max(s𝑡 )].
This converges in the logarithmic rate, i.e. it takes𝑂 (log

2
[(max(s𝑡 )−

min(s𝑡 − 1))/𝜉]) time for 𝜉-error tolerance.

Randomized Rounding for TD-PGD (ROUND). Inspired by ex-
isting works on using PGD for graphs [15, 53], we use randomized

rounding in order to efficiently obtain a valid discrete perturbation

solution S𝑡 for our constraint from the continuous vector s(𝑁 )𝑡 . In

particular, for a fixed number of iterations 𝑁𝑟 , we randomly sample

from the Bernoulli distribution formed by s(𝑁 )𝑡 ∈ [0, 1]𝑛2

. Then,

we pick the sample that maximizes the loss while satisfying the
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constraint. Furthermore, to ensure that we obtain at least one so-

lution, we adopt the top-k heuristic sampling strategy in the first

iteration [15] for our constraint, such that we select only the top 𝜀𝑡

values in s(𝑁 )𝑡 for all 𝑡 . Thus, 1𝑇 S𝑡 = 𝜀𝑡 and the obtained discrete

solution will satisfy the TDAP constraint at each 𝑡 .

Complexity. It makes𝑂 (𝑁 ) backward calls to the victim model

for gradient calculation, where 𝑁 is the number of iterations for

the TD-PGD loop. In addition, the projection step takes𝑂 (∑𝑡 log2 [
(max(s𝑡 ) − min(s𝑡 − 1))/𝜉]) time per iteration. Since s𝑡 ∈ [0, 1]
for each element and there are |V| elements in s𝑡 (|V| is the to-
tal number of nodes), the projection takes 𝑂 (𝑇 log |V|) per itera-
tion. The total time complexity of the TD-PGD loop then becomes

𝑂 (𝑁𝑇𝑏𝑤 + 𝑁𝑇 log |V|). Since TD-PGD stores the whole perturba-

tion vector through its loop, the space complexity becomes𝑂 ( |V|).

3.3 Online Adversarial Attacks

We also consider the online version of the problem in Equation 2.

In this setting, the perturbations are added in real-time, i.e. they
are both immediate and irrevocable. More formally, Equation 2

must now be solved considering online updates of the optimization

variables, i.e., (1)A′𝑡 is updated at time step 𝑡 without any knowledge

of A𝑡+1:𝑇 and (2) A′𝑡 remains unchanged for future time steps. Note

that TDAP constraint must still hold for A′𝑡 at all time steps 𝑡 .

Online TD-PGD. Inspired from its theoretical guarantees in

online convex optimization [59], we use Online Projected Gra-

dient Descent for our problem. In this framework, we are given

a function 𝑓𝑡 for each step 𝑡 and the goal is to choose 𝑥𝑡 in an

online manner such that the regret on the offline optimum 𝑥∗𝑡 ,
R(𝑓 , 𝑥) := ∑

𝑡 (𝑓𝑡 (𝑥𝑡 ) − 𝑓𝑡 (𝑥∗𝑡 )) is minimized. In our problem, as

defined in Equation 2, we need to minimize a loss ℎ(A1:𝑇−1) at the
final time step 𝑇 . To use online gradient descent, we thus need to

write ℎ as

∑
𝑡 𝑓𝑡 (A𝑡 ) for some 𝑓𝑡 . Let us assume that ℎ is a cross-

entropy loss and that the embeddings at each time 𝑡 are encoded in

a sequential manner. Then,

ℎ({A𝑡 }𝑇−1𝑡=1 ) = −
∑
𝑑∈D

𝑦 (𝑑) log𝑝 (𝑑, {A𝑡 }) (6)

=
∑
𝑡

−
∑
𝑑∈D

𝑦 (𝑑) log 𝑝 (𝑑,A𝑡 |A1, · · · ,A𝑡−1) .

Thus, we define 𝑓𝑡 (A𝑡 ) = −
∑
𝑑∈D 𝑦 (𝑑) log 𝑝 (𝑑,A𝑡 |A1, · · · ,A𝑡−1),

which is the prediction loss for the data points D at time step

𝑡 . Algorithm 1 can then be updated to find attacks in real-time,

following Online Gradient Descent. In particular, for time 𝑡 , we

only perturb graphs for 𝜏 ∈ [1, 𝑡] and do the gradient descent on

the loss (in line 3) L({G𝜏 ⊕ s(𝑖−1)𝜏 }𝑡
𝜏=1

, 𝑦 (𝑡), ·). Since the projection
operator for TDAP (Equation 5) depends only on the current time

step 𝑡 , we can independently project for the current time, i.e. line 4
remains s(𝑖)𝜏 = ΠC (s(𝑖)𝜏 ) but only for 𝜏 ∈ [1, 𝑡].

4 EXPERIMENTAL SETUP

Datasets. We use these 3 datasets for dynamic link prediction

— Radoslaw2, UCI 2
, and Reddit3. Radoslaw and UCI are email

communication networks, where two nodes (users) are connected

if they have an email communication at time 𝑡 . Reddit is a hyperlink

2
http://konect.cc/networks/

3
https://snap.stanford.edu/data/soc-RedditHyperlinks.html

Table 2: Description of the datasets and performance of dif-

ferent models on them. For DBLP-5, we show accuracy of

node classification, while for the rest, we show ROC-AUC

for the dynamic link prediction. T denotes the number of

timesteps and Split is the time-interval (weekly (w)) for each

snapshot. We use the same split as [51] for DBLP-5.

|V| |E | 𝑇 Split # Labels DySAT EvolveGCN GC-LSTM

Radoslaw 167 22K 13 3w - 0.74 0.74 0.81

UCI 1.9K 24K 13 2w - 0.95 0.87 0.97

Reddit 35K 715K 20 4w - 0.95 0.94 0.94

DBLP-5 6.6K 43K 10 [51] 5 0.69 0.68 0.69

network representing directed connections between subreddits if

there is a hyperlink from one to the other at a given timestamp [26].

For node classification task, we use one publicly-available dataset,

DBLP-5 [51]. This is a co-author network with node attributes as

word2vec representations of the author’s papers. There are 5 node

labels representing the different fields that the authors belong to.

Table 2 shows the statistics of these datasets. We split each

dataset into a finite number of snapshots. Radoslaw is split us-

ing a 3-week period in 13 snapshots while the 13 snapshots in UCI
denote a 2-week period. The Reddit dataset spans over 3 years;

thus, we use a 2-month split to obtain the 20 snapshots. For DBLP-5,
we use the publicly available pre-processed data [51].

For datasets with no node features, i.e., Radoslaw, UCI, and
Reddit, we use uniformly random features with dimension 10.

The pre-processed DBLP-5 has 100 features for each node.

AttackMethods. We consider 4 different attack methods to find

perturbations under TDAP constraint. (1) TD-PGD is a projected

gradient descent with a valid projection operator for the TDAP con-

straint, as specified in Algorithm 1. (2) TGA(𝜖) greedily selects the
perturbation with the highest gradient value of the loss (we adapt

TGA [10] to our setting, as specified in Section 3.2). (3) Degree

flips the edges (adds or deletes if already there) attached with the

highest degree nodes in the graph at each time step, while making

at most 𝜖𝑑A𝑡 perturbations. (4) Random randomly flips (add or

delete) at most 𝜖𝑑A𝑡 edges at each time step 𝑡 .

Victim Models. We test the performance of the above attack

methods on 3 different discrete-time dynamic graphmodels. (1)GC-

LSTM [8] embeds GCN into an LSTM to encode the sequence of

graphs. (2) EvolveGCN [39] uses a recurrent model (RNN-LSTM)

to evolve the weights of a GCN. We use the EvolveGCN-O version

for our experiments. (3) DySAT [44] utilizes joint structural and

temporal self-attention to embed. For dynamic link prediction, we

trained using a Binary Cross Entropy loss on the edges in all but the

last snapshot, which was used as the test set. For node classification,

we use a 20% held-out set of nodes in the final snapshot as the test

set and minimize the Weighted Cross Entropy loss on the node

labels for the rest. Table 2 shows the performance of these models

on different datasets.

Metrics. We use the relative drop, as defined below, to evaluate

the efficacy of the attack methods.

Rel. Drop (%) =
Perturbed perf. − Original perf.

Original perf.

× 100, (7)
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where performance (perf.) is evaluated using ROC-AUC for dynamic

link prediction and using Accuracy for node classification.

Setup. We consider a targeted setting, which means that pertur-

bation space is limited to adding/deleting an edge directly to the

target nodes (both end nodes in case of a target link). Each target is

attacked one by one and the total performance is measured using

the relevant performance metric over these targets.

Implementation. For TD-PGD optimization, we used ADAM

optimizer [24] with the initial learning rate of 10 and ran for 50

iterations. The initial perturbation vector s(0) was fixed as all ones,

giving each perturbation an equal chance at the start. Also, we stop

the greedy search in the TGA(𝜖) baseline if the time taken exceeds

300 s per target, which is at least 3 times that of TD-PGD.

We use TorchGeometric-Temporal
4
to train the victim models

EvolveGCN and GC-LSTM, while we use the pytorch implemen-

tation
5
for DySAT. We adopt the official code of TGA

6
to imple-

ment the TGA(𝜖) baseline. All the experiments were conducted

on Python 3.8.12 on a Ubuntu 18.04 PC with an Intel(R) Xeon(R)

CPU E5-2698 v4 @ 2.20GHz processor, 512 GB RAM, and Tesla

V100-SXM2 32 GB GPUs.

5 RESULTS

We compare different attack methods against the 3 victimmodels on

dynamic link prediction and node classification tasks in offline and

online settings. We also test the detectability of TDAP-constrained

perturbations against anomaly detectors. For all the experiments,

we vary 𝜖 from 0 to 1 and fix 𝜀1 = min𝑡>1 𝜀𝑡 := 𝜖𝑑A𝑡 .

5.1 Relative Performance Drop

5.1.1 Dynamic Link Prediction. In this section, we show the

attack performance on the task of dynamic link prediction [39, 44].

The task here is to predict whether a link (𝑢, 𝑣) will appear or not
at the future timestep. The objective of the attacker, thus, is to

introduce perturbations in the past time steps to make the model

mispredict link’s existence in future. We test the victim models on

the final snapshot for a set of target links. We consider 3 different

sets of 100 positive and 100 negative random targets and show the

mean relative ROC-AUC drop with error bars.

Figure 2 shows the performance of different attack methods on

this task across different datasets and models. TD-PGD outperforms

the other baselines in all cases, except in GC-LSTM model trained

on Reddit. Moreover, TD-PGD is able to drop the AUC by up to 4

times the baselines and lead to ∼ 100% drop in the AUC, completely

flipping the prediction. We also note that TD-PGD often has a

continuously decreasing slope and its performance saturates much

later than the other baselines. The second-best baseline is often

TGA(𝜖) but in many cases, it is only as good as random. One can

also note that EvolveGCN shows a larger drop than the other 2

models across all datasets. This may pertain to the lower model

complexity of EvolveGCN compared to others, which makes it

highly sensitive to input perturbations. We provide a comparative

4
https://pytorch-geometric.readthedocs.io/en/latest/index.html#

5
https://github.com/FeiGSSS/DySAT_pytorch

6
https://github.com/jianz94/tga

analysis of the robustness of these models against TD-PGD attack

for different datasets in Appendix A.1.

5.1.2 NodeClassification. In this section, we compare the attack

performance on the task of transductive node classification [39].

Here, the objective is to predict the node labels of a set of nodes

while knowing the labels of the other nodes at that time step.

Figure 3 shows the effect of structural perturbations on this task

by different attack strategies for the 3 models. Misclassifying the

labels for influential top-degree targets can significantly impact

a model’s usability in practice. Therefore, we consider the perfor-

mance on 50 top-degree nodes for each class. Results show that

TD-PGD outperforms the baselines in all models except DySAT, in

which all attacks perform almost equally. In particular, TD-PGD is

able to cause a 30% drop in EvolveGCN while the baselines only

lead to a drop of 5%. We also conducted an attack on the node fea-

tures by extending the TDAP constraint to features, as mentioned

in Section 3.1. We find that such feature perturbations are more

effective than structure perturbations for sparsely-connected ran-

dom targets and can bring the performance down by 30% across

models. We defer these results to Appendix A.3.

5.2 Detectability of TDAP perturbations

In this section, we show empirical evidence to complement the

theoretical implications (see Section 3.1) on the less detectable

nature of TDAP constrained perturbations.

Traditional Methods. Traditional methods flag an instance to

be anomalous if the distance (Graph Edit, Hamming, or spectral)

with the previous snapshot exceeds a certain threshold [5, 45].

Theorem 1 shows that the average rate of structural change remains

preserved within certain factors that can be tuned to fool these

detectors. Suppose one had chosen a threshold 𝐵 such that 𝑑A𝑡 ≥ 𝐵

is defined as an anomaly. If initially the graph sequence was not

anomalous on average, i.e., 𝑑A ≤ 𝐵, then after perturbation, 𝑑A′ ≥
𝐵 would happen if 𝑑A′ ≥ |1 − 2𝜖 |𝑑A ≥ 𝐵, i.e., 𝑑A ≥ 𝐵/(|1 − 2𝜖 |).
Thus, one can choose a value of 𝜖 such that this does not hold for a

given threshold 𝐵 and original snapshot dynamics 𝑑A.
DynGem Anomaly Detection Method. DynGem [18] pro-

poses to use the embedding change in consecutive snapshots to

detect anomalies. In particular, these methods consider the consec-

utive change after perturbation, 𝑑Z′𝑡 = ∥Z′𝑡 − Z′
𝑡−1∥ and flag an

edge as anomalous if 𝑑Z′𝑡 exceeds a threshold.
Here, we test whether such methods would be effective to detect

TDAP perturbations as anomalous by conducting a 2-sample t-test

between 𝑑Z and 𝑑Z′ (from TD-PGD) for each model-dataset pair

at different 𝜖 values. If they are statistically different, then, the

perturbations may be detected as anomalies for a certain threshold.

Table 3 notes the raw 𝑝-values of the 2-sample t-test between 𝑑Z′

and 𝑑Z. We find that the null hypothesis of the distributions being

the same was rejected (i.e., 𝑝-value ≤ 0.05) in only 40 of the total

117 cases. In particular, we note that perturbations in EvolveGCN

after 𝜖 > 0.2 may be detected across all datasets while for GC-

LSTM, the minimum such 𝜖 varies from 0.2 (on UCI) to 0.6 (on

Reddit). On the other hand, 𝑑Z′𝑡 in DySAT cannot be statistically

distinguished from 𝑑Z𝑡 for any 𝜖 . We also compare the range of
consecutive differences between embeddings before and after the

perturbation using the “Embedding Variability (EV)” metric (defined
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(a) Radoslaw, DySAT
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(b) Radoslaw, EvolveGCN
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(c) Radoslaw, GC-LSTM
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(d) UCI, DySAT
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(e) UCI, EvolveGCN
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(f) UCI, GC-LSTM
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(g) Reddit, DySAT
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(h) Reddit, EvolveGCN
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(i) Reddit, GC-LSTM

Figure 2: Attack performance on dynamic link prediction task across datasets and models.

and reported in Appendix A.4) to further support the claims of

effectiveness against DynGem-based anomaly detection.

NetWalk Anomaly DetectionMethod.NetWalk [55] clusters

the embeddings of a sample set of edges at each timestep and flags

an edge to be anomalous if its distance in the embedding space

from any cluster exceeds a certain threshold. One can note that

TDAP-constrained perturbations would be effective against such

a detector as well, due to Proposition 1. The embedding change

due to perturbation is only a small factor of the original average

rate of change in the adjacency matrices. Thus, the distance of edge

embeddings from the cluster centers should also remain bounded.

In order to test the evasion of TDAP perturbations against Net-

Walk, we used the 3 victim representation models to obtain the

embeddings and used the K-Means algorithm with 𝑘 = 5 for cluster-

ing at each time step. Perturbations are selected from the TD-PGD

algorithm and the edge embeddings are clustered in the original

and perturbed embedding space for a fixed set of held-out training

edges. The anomalous score is then calculated as the average dis-

tance of the perturbed edges to the nearest cluster’s centroid in the

corresponding embedding space.

We find the anomalous scores for the target edges before and

after the perturbation and instead of defining an arbitrary threshold,

we conducted a 2-sample t-test between the two distributions at

each 𝜖 for the three models in Radoslaw and UCI datasets. Table 4

notes the raw 𝑝-values of the t-test between the Netwalk anomalous

scores for the target edges in Z′ and Z. The hypothesis that the
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Figure 3: Attack performance on node classification task for top degree nodes across models.

Table 3: Significance values from 2-sample t-test between

𝑑Z′ and 𝑑Z. Bold rows indicate that the difference is not sig-

nificant and thus, DynGem-based anomalous scoring would

be ineffective to detect TDAP perturbations as made by our

method TD-PGD.

Dataset Model Epsilon 𝑝-value (𝑑Z′, 𝑑Z)

Radoslaw

DySAT [0.02, 0.9] ≥ 0.8387
EvolveGCN [0.02, 0.2) ≥ 0.2054
EvolveGCN [0.2, 0.9] ≤ 0.0002*

GC-LSTM [0.02,0.3) ≥ 0.1704
GC-LSTM [0.3, 0.9] ≤ 0.0432*

UCI

DySAT [0.02, 0.9] ≥ 0.9252
EvolveGCN [0.02, 0.3) ≥ 0.0878
EvolveGCN [0.3, 0.9] ≤ 0.0197*

GC-LSTM [0.02, 0.2) ≥ 0.2674
GC-LSTM [0.2, 0.9] ≤ 0.0378*

Reddit

DySAT [0.02, 0.9] ≥ 0.9636
EvolveGCN [0.02, 0.3) ≥ 0.0735
EvolveGCN [0.3, 0.9] ≤ 0.0271*

GC-LSTM [0.02, 0.6) ≥ 0.0554
GC-LSTM [0.6, 0.9] ≤ 0.0270*

two distributions are similar was accepted (i.e., 𝑝-value > 0.05) in

all but five cases. These cases were EvolveGCN for Radoslaw at

𝜖 = 0.3, 0.5, 0.7, 0.9 and DySAT for Radoslaw at 𝜖 = 0.9. In all other

cases, we found that the distances from the cluster centroids of

these edges are not statistically different before and after TDAP

perturbations. Thus, NetWalk detection algorithm fails to detect

such perturbations.

5.3 Online Adversarial Attacks

In this section, we consider the online setting as described in Section

3.3 and compare the online version of TD-PGD with the Random

andDegree baselines on the dynamic link prediction task. Since the

loss at the final step is not available at time step 𝑡 , one cannot select

Table 4: Significance values from 2-sample t-test between

the NetWalk anomalous scores for Z′ and Z. Bold rows in-

dicate that the difference is not significant.

Dataset Model Epsilon 𝑝-value (𝑑Z′, 𝑑Z)

Radoslaw

DySAT [0.02, 0.7] ≥ 0.05301
DySAT 0.9 0.0200*

EvolveGCN [0.02, 0.1] ≥ 0.2966
EvolveGCN [0.3, 0.9] ≤ 0.00008*

GC-LSTM [0.02, 0.9] ≥ 0.1835

UCI
DySAT [0.02, 0.9] ≥ 0.1005

EvolveGCN [0.02, 0.1] ≥ 0.0581
GC-LSTM [0.02, 0.9] ≥ 0.1806

the perturbations in a greedy manner of the gradients. Therefore,

we do not have a TGA(𝜖) baseline for this setting.
Figure 4 shows the average performance of the three methods

for dynamic link prediction task on 3 datasets over 3 random seeds.

TD-PGD outperforms the other online baselines in most cases and

is able to achieve competent performance to the offline version. In

particular, it shows up to 5 times improvement over the existing

baselines (for EvolveGCN on UCI), which is close to the offline

TD-PGD as shown in Figure 2. However, TD-PGD does not perform

well in Figures 4a and 4i. Online TD-PGD perturbs the graph at

time 𝑡 according to the loss at that time step rather than the final

step. While it is guaranteed to give strong bounds for a convex

objective, some models may learn a complex non-convex function

in its input. We conjecture that the degradation may be due to such

functions being learned in these cases.

6 CONCLUSION

Our work has shown that state-of-the-art dynamic graph models

can be effectively attacked while preserving temporal dynamics. We

hope that our work serves as a first step toward opening exciting

research avenues for studying attacks and defense mechanisms for

both discrete and continuous-time dynamic graphs. Some limita-

tions of our current exposition can be noted. First, the proposed
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Figure 4: Online Attack performance on dynamic link prediction task across datasets and models.

method TD-PGD is not memory-efficient and may not scale to

larger graphs (due to its𝑂 ( |E |) memory complexity for untargeted

settings). Second, randomly rounding the solution to discrete space

may lead to suboptimal perturbations. Future works can study

more effective and efficient methods to attack dynamic graphs un-

der TDAP constraint, possibly in the more restrictive black-box

setting. Finally, since TDAP constraint is designed to preserve the

local graph (and embedding) evolution, it may be ineffective against

frequency-based anomaly detection algorithms [7, 13]. We hope

that our work on evolution-preserving attacks inspires others to

move away from the impractical budget constraint and explore spe-

cific practical constraints for specific domains, such as evolution-

based and frequency-based anomaly detection for dynamic graphs.
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APPENDIX

A ADDITIONAL EXPERIMENTS

A.1 PGD Performance On Different Models

Figure 5 compares the TD-PGD attack performance over random

targets of different victim models for dynamic link prediction. One

can note that EvolveGCN is the least robust among these models as

TD-PGD causes the most drop in this model across datasets. On the

other hand, GC-LSTM and DySAT show similar drops with DySAT

being slightly more robust among them. This can be explained due

to the implicit robustness of attention-based architecture [20, 36]

and lower model complexity of EvolveGCN. GC-LSTM, on the

other hand, has a high model complexity as it embeds a GCN in

each component of the LSTM module, owing to its robustness.

A.2 Attack Efficiency

Figure 6 compares the running time per target for different attack

methods on the largest dataset, Reddit. We find that TGA(𝜖) is the
most expensive method and scales almost linearly with 𝜖 (capped

at 300 s). TD-PGD takes around half the time than TGA(𝜖) and
remains constant with an increase in 𝜖 . This trend can be attributed

to the difference in the complexity of the two methods, as shown

in Section 3.2, as the time taken by TD-PGD does not depend on 𝜖 .

A.3 Node Classification Over Random Targets

Figure 7 compares the drop on the node classification task for

different models over random targets. One can note that all attack

models perform as well as the other on EvolveGCN and DySAT,

while TD-PGD outperforms others on GC-LSTM by a factor of 2.

No attack method is found to achieve a significant drop, i.e., below
5%, in the accuracy of DySAT and EvolveGCN on DBLP-5.

Feature perturbations. Thus, we explore other ways to attack

this task. We find that node attributes are more important for node

classification than the temporal structure. Thus, we formulate per-

turbations over node attributes/features. In particular, we have con-

tinuous perturbations S𝑋𝑡 = X′𝑡 − X𝑡 such that ∥X′𝑡 − X𝑡 ∥ ≤ 𝜖𝑑X𝑡

for all 𝑡 . We then adopt the Algorithm 1 to this problem to find effec-

tive feature perturbations. In particular, we replace s𝑡 to denote the
feature perturbation vector at time 𝑡 , i.e., the vector corresponding
to X′𝑡 − X𝑡 . Finally, since the perturbations are supposed to be in

continuous space, we remove the rounding step (line 4) and return

the matrix form of {s𝑡 } as S𝑋 . Thus, TD-PGD can be used to find

effective attacks in the feature perturbation setting as well.

However, since TGA(𝜖) andDegree takes decisions based on the
structure, we omit these baselines for this setting. We use Random

to introduce uniformly random perturbations in the feature matri-

ces of the random nodes. Figure 8 compares the attack performance

of the two feature perturbation methods on DBLP-5 over random
targets. One can note that TD-PGD is able to achieve around 30%

drop for all the models while it could not drop the performance

below 5% for these random targets using structural perturbations.

This can be explained by the low degree of these targets (average

∼ 10 over 10 time steps) which allows for a small no. of perturba-

tions per time step according to the TDAP constraint. Furthermore,

the node features here correspond to the word2vec attributes of

the author papers while the labels represent the field of the author.

Thus, there is a strong connection between the attributes and the

downstream labels, which makes feature perturbation more effec-

tive than structural co-author perturbations to flip predicted labels

for the classification task.

A.4 Detectability of Attack Methods

Embedding Variability. Another way to detect attacks can be

extended from [18] by proposing a novel metric Embedding Vari-

ability (EV). This compares the consecutive embedding difference

for the perturbed graph and that for the original graph. Consecu-

tive embedding difference has been used to identify anomalies in

the data [18]. Here, we measure how the range of this difference

changes due to the perturbation. In particular, we consider

𝐸𝑉 (Z,Z′) :=
����1 − max𝜏 𝑑Z′𝜏 −min𝜏 𝑑Z′𝜏

max𝜏 𝑑Z𝜏 −min𝜏 𝑑Z𝜏

���� (8)

This measures the relative variability of the consecutive change

in the embedding space. For the attacks to be less detectable, this

metric should be close to 0.

Table 5 compares the attack performance of the best method TD-

PGD at 𝜖 = 0.5 and the corresponding variability in the embeddings,

as given by Equation 8. We note the median and 10% and 90%

quantile values for the EV metric. One can note that at least 50% of

the attacks changed the evolution by a factor of only 1± 0.25, as the
median EV ≤ 0.25 across datasets. Furthermore, we note that TD-

PGD is able to cause up to 90% drop in performance while changing

the evolution of 90% of these targets by only 0.62. This shows that

TDAP allows for undetectable yet effective attacks. These results

further show that anomaly detection methods such as DynGem [18]

that bound 𝑑Z′ = ∥Z′𝑡 −Z′𝑡−1∥ may fail to detect such attacks as the

attacker can choose a specific 𝜖 at which 𝑑Z′ is within a specific

factor of 𝑑Z (that is guaranteed by Corollary 1).

We also compare other attack methods for the embedding vari-

ability and found Degree to be the most detectable with an EV of

almost twice that of TD-PGD. However, regardless of the attack

method, TDAP-constrained perturbations are found to have an EV

of less than 1 for at least 50% of the targets.

Table 5: Comparison of attack performance and detectabil-

ity with respect to Embedding Variability (EV) for TD-PGD

at 𝜖 = 0.5. Mean relative drop is noted with the standard devi-

ation in parentheses. While for EV, median values are noted

with 10% and 90% quantile values in the parentheses.

Dataset Model Rel. Drop % EV

Radoslaw
DySAT -47.03 (5.42) 0.00 (0.00, 0.04)

EvolveGCN -91.61 (3.58) 0.25 (0.03, 0.79)

GC-LSTM -52.63 (5.09) 0.07 (0.01, 0.19)

UCI
DySAT -4.02 (2.08) 0.06 (0.01, 0.39)

EvolveGCN -96.21 (0.17) 0.11 (0.01, 0.62)

GC-LSTM -16.12 (0.75) 0.20 (0.03, 0.85)

Reddit
DySAT -23.24 (4.18) 0.02 (0.00, 0.34)

EvolveGCN -79.31 (3.13) 0.13 (0.02, 1.23)

GC-LSTM -15.59 (1.28) 0.13 (0.02, 0.84)
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Figure 5: TD-PGD performance on dynamic link prediction task across datasets and models.
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Figure 6: Running time of different attack methods on the largest dataset (Reddit)
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Figure 7: Structural perturbation performance on node classification task over random targets.
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Figure 8: Feature perturbation performance on node classification task over random targets.
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