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1  Introduction 

Information visualization research is becoming more established, and as a result, it is 
becoming increasingly important that research in this field is validated. With the gen-
eral increase in information visualization research there has also been an increase, 
albeit disproportionately small, in the amount of empirical work directly focused on 
information visualization. The purpose of this paper is to increase awareness of em-
pirical research in general, of its relationship to information visualization in particu-
lar; to emphasize its importance; and to encourage thoughtful application of a greater 
variety of evaluative research methodologies in information visualization. 

One reason that it may be important to discuss the evaluation of information visu-
alization, in general, is that it has been suggested that current evaluations are not con-
vincing enough to encourage widespread adoption of information visualization tools 
[57]. Reasons given include that information visualizations are often evaluated using 
small datasets, with university student participants, and using simple tasks. To en-
courage interest by potential adopters, information visualizations need to be tested 
with real users, real tasks, and also with large and complex datasets. For instance, it is 
not sufficient to know that an information visualization is usable with 100 data items 
if 20,000 is more likely to be the real-world case. Running evaluations with full data 
sets, domain specific tasks, and domain experts as participants will help develop 
much more concrete and realistic evidence of the effectiveness of a given information 
visualization. However, choosing such a realistic setting will make it difficult to get a 
large enough participant sample, to control for extraneous variables, or to get precise 
measurements. This makes it difficult to make definite statements or generalize from 
the results. Rather than looking to a single methodology to provide an answer, it will 
probably will take a variety of evaluative methodologies that together may start to 
approach the kind of answers sought.  

The paper is organized as follows. Section 2 discusses the challenges in evaluating 
information visualizations. Section 3 outlines different types of evaluations and dis-
cusses the advantages and disadvantages of different empirical methodologies and the 
trade-offs among them. Section 4 focuses on empirical laboratory experiments and the 
generation of quantitative results. Section 5 discusses qualitative approaches and the 
different kinds of advantages offered by pursuing this type of empirical research. 
Section 6 concludes the paper. 
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2  Challenges in Evaluating Information Visualizations 

Much has already been written about the challenges facing empirical research in in-
formation visualization [2, 12, 53, 57]. Many of these challenges are common to all 
empirical research. For example, in all empirical research it is difficult to pick the 
right focus and to ask the right questions. Given interesting questions, it is difficult to 
choose the right methodology and to be sufficiently rigorous in procedure and data 
collection. Given all of the above, appropriate data analysis is still difficult and per-
haps most difficult of all is relating a new set of results to previous research and to 
existing theory. However, information visualization research is not alone in these 
difficulties; the many other research fields that also face these challenges can offer a 
wealth of pertinent experience and advice. 

In particular, empirical research in information visualization relates to human com-
puter interaction (HCI) empirical research, perceptual psychology empirical research, 
and cognitive reasoning empirical research. The relationship to empirical research in 
HCI is evident in that many of the tasks of interest are interface interaction tasks, such 
as zooming, filtering, and accessing data details [66]. The aspects of these interactive 
tasks that provide access to the visual representation and its underlying dataset often 
relate to the usability of a system. Other challenges that are shared with HCI empirical 
research include the difficulty of obtaining an appropriate sample of participants. If 
the visualization is intended for domain experts it can be hard to obtain their time. 
Also, when evaluating complex visualization software, it may not be clear whether 
the results are due to a particular underlying technique or the overall system solution. 
If an existing piece of software is to be used as a benchmark against which to com-
pare an interactive visualization technique, it is likely that participants may be much 
more familiar with the existing software and that this may skew the results. This prob-
lem becomes more extreme the more novel a given visualization technique is. Re-
search prototypes are not normally as smooth to operate as well established software, 
creating further possibilities for affecting study results and leading to controversy 
about testing research prototypes against the best competitive solution. Greenberg and 
Buxton [27] discuss this problem in terms of interaction sketches, encouraging cau-
tion when thinking about conducting usability testing on new ideas and new interface 
sketches in order to avoid interfering with the development of new ideas. In addition, 
research software does not often reach a stage in which it can support a full set of 
possible tasks or be fully deployable in real-world scenarios [57]. 

In addition to usability questions, perceptual and comprehensibility questions such 
as those considered in perceptual psychology are important in assessing the appropri-
ateness of a representational encoding and the readability of visuals [30, 79]. Also, in 
information visualization, there are a great variety of cognitive reasoning tasks that 
vary with data type and character, from low-level detailed tasks to complex high-level 
tasks. Some of these tasks are not clearly defined, particularly those that hold some 
aspect of gaining new insight into the data, and may be more challenging to test em-
pirically. Examples of low-level detailed tasks include such tasks as compare, con-
trast, associate, distinguish, rank, cluster, correlate, or categorize [57]; higher-level 
and more complex cognitive tasks include developing an understanding of data trends, 
uncertainties, causal relationships, predicting the future, or learning a domain [1]. Many 
important tasks can require weeks or months to complete. The success of information 
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visualization is often an interplay between an expert’s meta-knowledge and knowl-
edge of other sources as well as information from the visualization in use.  

While all of the above are important, a question that lies at the heart of the success 
of a given information visualization is whether it sheds light on or promotes insight 
into the data [55, 63]. Often, the information processing and analysis tasks are com-
plex and ill-defined, such as discovering the unexpected, and are often long term or 
on-going. What exactly insight is probably varies from person to person and instance 
to instance; thus it is hard to define, and consequently hard to measure. Plaisant [57] 
describes this challenge as “answering questions you didn’t know you had.” While it 
is possible to ask participants what they have learned about a dataset after use of an 
information visualization tool, it strongly depends on the participants’ motivation, 
their previous knowledge about the domain, and their interest in the dataset [55, 63]. 
Development of insight is difficult to measure because in a realistic work setting it is 
not always possible to trace whether a successful discovery was made through the use 
of an information visualization since many factors might have played a role in the 
discovery. Insight is also temporally elusive in that insight triggered by a given visu-
alization may occur hours, days, or even weeks after the actual interaction with the 
visualization. In addition, these information processing tasks frequently involve 
teamwork and include social factors, political considerations and external pressures 
such as in emergency response scenarios. However, there are other fields of research 
that are also grappling with doing empirical research in complex situations. In particu-
lar, ecologists are faced with conducting research towards increasing our understand-
ing of complex adaptive systems. Considering the defining factors of complex adap-
tive systems may help to shed some light on the difficulties facing empirical research 
in information visualization. These factors include non-linearity, holoarchy and inter-
nal causality [37, 49]. When a system is non-linear, the system behaviour comes only 
from the whole system. That is, the system can not be understood by decomposing it 
into its component parts which are then reunited in some definitive way. When a 
system is holoarchical it is composed of holons which are both a whole and a part. 
That is, the system is mutually inter-nested. While it is not yet common to discuss 
information analysis processes in terms of mutual nesting, in practice many informa-
tion analysis processes are mutually nested. For instance, consider the processes of 
search and verification: when in the midst of searching, one may well stop to verify a 
find; and during verification of a set of results, one may well need to revert to search 
again. Internal causality indicates that the system is self-organizing and can be charac-
terized by goals, positive and negative feedback, emergent properties and surprise. 
Considering that it is likely that a team of information workers using a suite of visu-
alization and other software tools is some type of complex adaptive system suggests 
that more holistic approaches to evaluation may be needed. 

Already from this brief overview, one can see that useful research advice on the 
evaluation of information visualization can be gathered from perceptual psychology, 
cognitive reasoning research, as well as human computer interaction research. Many, 
but not enough, information visualization researchers are already actively engaged in 
this pursuit. The purpose of this paper is to applaud them, to encourage more such 
research, and to suggest that the research community to be more welcoming of a 
greater variety of these types of research results. 
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3  Choosing an Evaluation Approach  

A recent call for papers from the information visualization workshop, Beyond Time 
and Errors (BELIV06) held at Advanced Visual Interfaces 2006, stated that “Con-
trolled experiments remain the workhorse of evaluation but there is a growing sense 
that information visualization systems need new methods of evaluation, from longitu-
dinal field studies, insight based evaluation and other metrics adapted to the percep-
tual aspects of visualization as well as the exploratory nature of discovery” [7]. The 
purpose of this section is to encourage people to consider more broadly what might be 
the most appropriate research methods for their purposes. To further this purpose a 
variety of types of empirical research that can be usefully conducted are briefly out-
lined and these differing types are discussed in terms of their strengths and weak-
nesses. This discussion draws heavily from McGrath’s paper Methodology Matters 
[50] that was initially written for social scientists. However, while social scientists 
work towards understanding humans as individuals, groups, societies and cultures, in 
information visualization – similarly to HCI – we are looking to learn about how 
information visualizations do or do not support people in their information tasks 
and/or how people conduct their information related tasks so that visualization can be 
better designed to support them. To gain this understanding we sometimes study peo-
ple using information visualization software and sometimes it may be important to 
study people independently of that software, to better understand the processes we are 
trying to support.  

There are some commonalities to all studies. They all must start with some ques-
tion or questions that will benefit from further study. Also, they all must relate their 
research questions to the realm of existing ideas, theories and findings. These ideas, 
theories, and concepts are needed to relate the new study to existing research. For 
example, the results from a new study might be in contrast to existing ideas, in 
agreement with existing ideas, or offer an extension of or variation to existing ideas. 
A study must also have a method. This is what this section is about – possible types of 
empirical methodologies. 

All methods offer both advantages and disadvantages. One important part of em-
pirical research is choosing the most appropriate research methods for your content, 
your ideas, and your situation. The fact that methods both provide and limit evidence 
suggests that making use of a wide variety of methodologies will, in time, strengthen 
our understandings. Thus, both conducting a greater variety of studies and encourag-
ing this by publishing research that employs a greater variety of methodologies will 
help to develop a better understanding of the value of information visualization and its 
potential in our communities.  

When conducting a study there are three particularly desirable factors: generaliza-
bility, precision, and realism [50]. Ideally, one would like all of these factors in one’s 
results. However, existing methodologies do not support the actualization of all three 
simultaneously. Each methodology favours one or two of these factors, often at the 
expense of the others; therefore the choice of a methodology for a particular goal is 
important. To define these terms (as used in McGrath [50]): 

• Generalizability: a result is generalizable to the extent to which it can apply to 
other people (than those directly in the study) and perhaps even extend to other 
situations.  
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• Precision: a result is precise to the degree to which one can be definite about the 
measurements that were taken and about the control of the factors that were not 
intended to be studied. 

• Realism: a result is considered realistic to the extent to which the context in 
which it was studied is like the context in which it will be used. 

Figure 1 (adapted and simplified from McGrath [50]) shows the span of common 
methodologies currently in practice in the social sciences. They are positioned around 
the circle according to the labels: most precision, most generalizability and most real-
ism. The closer a methodology is placed to a particular label, the more that label ap-
plies to that methodology. Next, these methodologies are briefly described. For fuller 
descriptions see McGrath 1995. 

 
Fig. 1. Types of methodologies organized to show relationships to precision, generalizability 
and realism. (adapted, simplified from McGrath 1995) 

Field Study: A field study is typically conducted in the actual situation, and the ob-
server tries as much as possible to be unobtrusive. That is, the ideal is that the pres-
ence of the observer does not affect what is being observed. While one can put con-
siderable effort into minimizing the impact of the presence of an observer, this is not 
completely possible [50]. Examples of this type of research include ethnographic 
work in cultural anthropology, field studies in sociology, and case studies in industry. 
In this type of study the realism is high but the results are not particularly precise and 
likely not particularly generalizable. These studies typically generate a focused but 
rich description of the situation being studied. 

Field Experiment: A field experiment is usually also conducted in a realistic setting; 
however, an experimenter trades some degree of unobtrusiveness in order to obtain 
more precision in observations. For instance, the experimenter may ask the partici-
pants to perform a specific task while the experimenter is present. While realism is 
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still high, it has been reduced slightly by experimental manipulation. However, the 
necessity of long observations may be shortened and results may be more readily 
interpretable and specific questions are more likely to be answered. 

Laboratory Experiment: In a laboratory experiment the experimenters fully design 
the study. They establish what the setting will be, how the study will be conducted, 
what tasks the participants will do, and thus plan the whole study procedure. Then the 
experimenter gets people to participate as fully as possible following the rules of the 
procedure within the set situation. Carefully done, this can provide for considerable 
precision. In addition, non-realistic behaviour that provides the experimenter more 
information can be requested such as a ‘think aloud’ protocol [43]. Behaviour can be 
measured, partly because it is reasonably well known when and where the behaviour 
of interest may happen. However, realism is largely lost and the degree to which the 
experimenter introduces aspects of realism will likely reduce the possible precision.  

Experimental Simulation: With an experimental simulation the experimenter tries to 
keep as much of the precision as possible while introducing some realism via simula-
tion. There are examples where this approach is essential such as studying driving 
while using a cell phone or under some substance’s influence by using a driving simu-
lator. Use of simulation can avoid risky or un-ethical situations. Similarly although 
less dramatically, non-existent computer programs can be studied using the ‘Wizard 
of Oz’ approach in which a hidden experimenter simulates a computer program. This 
type of study can provide us with considerable information while reducing the dan-
gers and costs of a more realistic experiment. 

Judgment Study: In a judgment study the purpose is to gather a person’s response to 
a set of stimuli in a situation where the setting is made irrelevant. Much attention is 
paid to creating ‘neutral conditions’. Ideally, the environment would not affect the 
result. Perceptual studies often use this approach. Examples of this type of research 
include the series of studies that examine what types of surface textures best support 
the perception of 3D shape (e.g. [34, 38]), and the earlier related work about the per-
ception of shape from shading [39]. However, in assessing information visualizations 
this idea of setting a study in neutral conditions must be considered carefully, as wit-
nessed by Reilly and Inkpen’s [62] study which showed that the necessity for an in-
teractive technique developed to support a person’s mental model during transition 
from viewing one map to another (subway map to surface map) was dependent on the 
distractions in the setting. This transition technique relates to ideas of morphing and 
distortion in that aspects of the map remain visible while shifting. These studies in a 
more neutral experiment setting showed little benefit, while the same tasks in a noisy, 
distracting setting showed considerable benefit.  

Sample Survey: In a sample survey the experimenter is interested in discovering 
relationships between a set of variables in a given population. Examples of these 
types of questions include: of those people who discover web information visualiza-
tion tools how many return frequently and are their activities social or work related? 
Of those people who have information visualization software available at work what 
is the frequency of use? Considering the increased examples of information visualiza-
tion results and software on the web, is the general population’s awareness of and/or 
use of information visualization increasing? In these types of studies proper sampling 
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of the population can lead to considerable generalizability. However, while choosing 
the population carefully is extremely important, often it is difficult to control. For 
example in a web-based survey, all returned answers are from those types of people 
who are willing to take the time, fill out the questionnaire, etc. This is a type of bias 
and thus reduces generalizability. Also, responses are hard to calibrate. For instance, a 
particular paper reviewer may never give high scores and the meta-reviewer may 
know this and calibrate accordingly or may not know this. Despite these difficulties, 
much useful information can be gathered this way. We as a community must simply 
be aware of the caveats involved.  

Formal Theory: Formal theory is not a separate experimental methodology but an 
important aspect of all empirical research that can easily be overlooked. As such, it 
does not involve the gathering of new empirical evidence and as a result is low in 
both precision and realism. Here, existing empirical evidence is examined to con-
sider the theoretical implications. For example, the results of several studies can be 
considered as a whole to provide a higher-level or meta-understanding or the results 
can be considered in light of existing theories to extend, adjust or refute them. Cur-
rently this type of research is particularly difficult to publish in that there are no 
new information visualizations and no new empirical results. Instead, the contribu-
tion moves towards the development of theories about the use of and practicality of 
information visualizations.  

Computer Simulation: It is also possible to develop a computer simulation that has 
been designed as logically complete. This method is used in battle simulation, re-
search and rescue simulation, etc. This type of strategy can be used to assess some 
visualizations. For instance, a visualization of landscape vegetation that includes 
models of plant growth and models of fire starts and spread can be set to simulate 
passage of several hundred years. If the resulting vegetation patterns are comparable 
to existing satellite imagery this provides considerable support for the usefulness of 
models [22]. Since this type of research strategy does not involve participants, discus-
sion of generalizability over populations is not applicable. Also, since the models are 
by definition incomplete, notions of precision in measurement are often replaced with 
stochastic results. On the other hand it does provide a method of validation and offers 
a parallel with which we can study realistic situations, such as explosions, turbulence 
in wind tunnels, etc. 

4  Focus on Quantitative Evaluation 

Quantitative evaluations, most well known as laboratory experiments or studies, are 
those methodologies in which precision is relatively high and in which some declara-
tion can be made about the possible generalization to a larger population. These dec-
larations can include information about the characterization of this larger population 
and how likely it is that the generalization will hold. These types of experiments or 
studies are part of the traditional empirical scientific experimental approach and have 
evolved and been refined through the centuries of scientific research. Science does 
and has depended on these methods. Slowly, through careful and rigorous application 
of the experimental process, knowledge has been built up, usually one piece at a time.  
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The experiments or studies involve a rigorous process of hypothesis development, 
identification and control of the independent variables, observation and measurement 
of the dependent variables, and application of statistics which enable the declaration 
of the confidence with which the results can be taken. In these formal studies or con-
trolled evaluations, the experimenter controls the environment or setting, manipulates 
chosen factor(s) or variable(s) – the independent variable(s) - in order to be able to 
measure and observe the affect this manipulation has on one or more other factors – 
the dependent variable(s). Ideally no other factors change during the experiment. 
Once the changes to the dependent variables have been measured, statistical methods 
can be applied to understand the relative importance of the results. Done with suffi-
cient thoroughness, this process can arrive at facts about which we can be relatively 
certain. The application of this scientific process will to try to reduce the overall com-
plexity by fine tuning particular questions or hypotheses, using these hypotheses to 
allow one to cull some of the complexity by trying to eliminate as many of the extra-
neous variables as possible. Traditionally experiments of this type are used to shed 
light on cause and effect relationships; that is, to discover whether changes in some 
factor result in changes to another factor. 

This idea that we can observe simpler, more manageable subsets of the full com-
plex process is appealing, and it is clear from centuries of experiments that much can 
be learnt in this manner. 

4.1  Quantitative Methodology 

Since quantitative empirical evaluations have evolved over the centuries the method-
ology has become relatively established (Figure 2). This brief overview is included 
for completeness; the interested reader should refer to the many good books on this 
subject [15, 17, 33]. This methodology includes: 

• Hypothesis Development: Much of the success of a study depends on asking an 
interesting and relevant question. This question should ideally be of interest to 
the broader research community, and hopefully answering it will lead to a deeper 
or new understanding of open research questions. Commonly the importance of 
the study findings results from a well thought through hypothesis, and formulat-
ing this question precisely will help the development of the study. 

• Identification of the Independent Variables: The independent variables are 
the factors to be studied which may (or may not) affect the hypothesis. Ideally 
the number of independent variables is kept low to provide more clarity and pre-
cision in the results.  

• Control of the Independent Variables: In designing the experiment the ex-
perimenter decides the manner in which the independent variables will be 
changed.  

• Elimination of Complexity: In order to be clear that it is actually the change in 
the independent variable that caused the study’s result, it is often the case that 
other factors in the environment need to be controlled.  

• Measurement of the Dependent Variables: Observations and measurements 
are focused on the dependent variables as they change or do not change in  
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Fig. 2. A simple schematic of the traditional experimental process. 

response to the manipulation of the independent variable. The aspects to be 
measured are often called metrics. Common metrics include: speed, accuracy, 
error rate, satisfaction, etc. 

• Application of Statistics: The results collected can then be analysed through the 
application of appropriate statistics. It is important to remember that statistics 
tell us how sure we can be that these results could (or could not) have happened 
by chance. This gives a result with a relative degree of certainty. There are many 
good references such as Huck [33]. 

These steps sound deceptively simple but doing them well requires careful and rigor-
ous work. For instance, it is important that the study participants are valued, that they 
are not over-stressed, and that they are given appropriate breaks, etc. Also, exactly 
what they are being asked to do must be clear and consistent across all participants in 
your study. Since small inconsistencies such as changes in the order of the instruc-
tions can affect the results, the common recommendation is that one scripts the expla-
nations. Perhaps most importantly, to eliminate surprises and work out the details, it is 
best to pilot – run through the experiment in full – repeatedly. 

4.2  Quantitative Challenges 

Even though these types of experiments have been long and effectively used across all 
branches of science, there remain many challenges to conducting a useful study. We 
mention different types of commonly-discussed errors and validity concerns and re-
late these to the McGrath’s discussion as outlined in Section 3. In this discussion we 
will use a simple, abstract example of an experiment that looks at the effect of two 
visualization techniques, VisA and VisB, on performance in search. There are several 
widely discussed issues that can interfere with the validity of a study. 

Conclusion Validity: Is there a relationship? This concept asks whether within the 
study there is a relationship between the independent and the dependent variables. 
Important factors in conclusion validity are finding a relationship when one does not 
exist (type I error) and not finding a relationship when one does exist (type II error). 
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Table 1. Type I and Type II Errors 

Reality  
H0  

TRUE 
H0 

FALSE 
H0 

TRUE ok Type II Experimental 
decision H0 

FALSE Type I ok 

 

Type I and Type II Errors: If one is interested in which visualization technique 
VisA or VisB helps people conduct a particular task faster one might formulate a null 
hypothesis (H0 ) – there is no difference in speed of search between VisA and VisB. 
The possible type I, false negative, and type II, false positive, errors are specified in 
Table 1. The columns represent whether the null hypothesis is true or false in reality 
and the rows show the decision made based on the results of the experiment. Ideally 
the results of the experiment reflect reality and that if the hypothesis is false (or true) 
in reality it will show as false (or true) in the experiment. However, it is possible that 
the hypothesis is true in reality – VisA does support faster search than VisB – but that 
this fails to be revealed by the experiment. This is a type II error. A type I error occurs 
if the null hypothesis is true in reality (there is no difference) and one concludes that 
there is a difference. Type I errors are considered more serious. That is, it is consid-
ered worse to claim that VisA improves search when it does not, than to say there was 
no measurable difference. 

Internal Validity: Is the relationship causal? This concept is important when an 
experiment is intended to reveal something about causal relationships. Thus, internal 
validity will be important in our simple example because the study is looking at what 
effect VisA and VisB have on search. The key issue here is whether the results of 
one’s study can properly be attributed to what happened within the experiment. That 
is, that no other factors influenced or contributed to the results seen in the study. An-
other way of asking this question is: are there possible alternate causes for the results 
seen in the study? 

Construct Validity: Can we generalize to the constructs (ideas) the study is based 
on? This concept considers whether the experiment has been designed and run in a 
manner that answers the intended questions. This is an issue about whether the right 
factors are being measured or whether the factors the experimenter intends to measure 
are actually those being measured. For instance, does the experiment measure the 
difference due to the techniques VisA and VisB or the difference in participant’s 
familiarity with VisA and VisB. For instance, if the construct is that a person will 
have higher satisfaction when using VisB, does measuring error rates and completion 
times provide answers for this construct? An important part of this concept of con-
struct validity is measurement validity. Measurement validity is concerned with 
questions such as is one measuring what one intends to measure and is the method of 
measurement reliable and consistent. That is, will the same measurement process 
provide the same results when repeated? 



 Evaluating Information Visualizations 29 

External Validity: Can we generalize the study results to other people/places/ 
times? External validity is concerned with the extent to which the result of a study 
can be generalized. If a study has good internal and construct validity the results apply 
to the setting, time, and participants being studied. The extent to which the results 
apply beyond the immediate setting, time and participants depends, for participants, 
on the participant sample and the population from which it was drawn. For instance, 
in practice it is common to draw participants from the geographic region in which the 
study is run. Does this mean that the results only apply to people from that region? If 
culture has a possible impact on the results, they may not generalize. If one addresses 
the need to include cultural variation by recruiting participants from different cultures 
from a university’s foreign students, one might have at least partially addressed the 
need to run the study across cultural variations but now have limited the demographic 
to university students which may introduce its own skew. Understanding the popula-
tion to which one would like to be able to generalize the study results and successfully 
obtaining an appropriate participant sample is a difficult issue. This does not mean we 
can not learn from more specific participant samples. It does mean that reporting the 
demographics of the sample and being cautious about generalizations is important. 
Participant sample choice is just one factor influencing external validity. Setting in-
cludes other factors such as noise, interruption, and distractions. Possible temporal 
factors include events that occurred before or are anticipated after the experiment.  

Ecological Validity: Ecological validity discussions focus on the degree to which the 
experimental situation reflects the type of environment in which the results will be 
applied. This concept relates strongly to McGrath’s concept of realism. It is distinct 
from the idea of external validity, in that external validity is concerned with whether 
the experimental results generalize to other situations, while ecological validity is 
concerned with how closely the experimental settings matches the real setting in 
which the results might be applied. Thus it is possible to have good ecological valid-
ity; the study is conducted on site, but that the results are applicable only to that site. 
This would indicate poor external validity in that the results do not generalize beyond 
the specific setting. 

4.3  Quantitative Studies Summary Remarks 

The number of quantitative studies in information visualization is increasing. Early 
examples include the series of studies done by Purchase and her collaborators that 
examine the impact of graph drawing aesthetics on comprehension and usability [58, 
59, 60, 61]. Dumais et al. [16] explored use of context techniques in web search. For-
lines et al. [23] looked at the effect of display configuration on relationship between 
visual search and information visualization tasks. Recently, Willet et al. [81] studied 
embedding information visualizations in widgets.  

Quantitative experiments have formed the backbone of experimental science and it 
is to be expected that they will continue to do so. However, it is relatively easy to find 
fault in any given experiment because all factors can not usually be completely con-
trolled. If they are completely controlled, external and ecological validity can be im-
pacted. This is particularly true for studies involving humans. Designing and working 
with experiments is often a matter of making choices about what factors are important 
and understanding the strengths and limitations of any given study and its results. As 
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a community it is important that we recognise that we are working towards a larger 
understanding and that any given study will not present the bigger answer. It instead 
will contribute to a gradual building of a bigger understanding. For this bigger under-
standing we need to encourage authors to openly discuss the limitations of their stud-
ies, because both the results and the limitations are important. This is also true for 
negative results. It can be just as important to understand when there are no differ-
ences among techniques and when these differences exist. 

5  Focus on Qualitative Evaluation 

Qualitative inquiry works toward achieving a richer understanding by using a more 
holistic approach that considers the interplay among factors that influence visualiza-
tions, their development, and their use [56]. Qualitative techniques lend themselves to 
being more grounded in more realistic settings and can also be incorporated into all 
types of studies. This includes qualitative studies conducted as part of the design 
process [64, 73], in situ interviews [83], field studies [72], and use of observational 
studies to create design and evaluative criteria that are derived from observed data 
[71]. These types of studies offer potential for improved understanding of existing 
practices, analysis environments, and cognitive task constraints as they occur in real 
or realistic settings. In providing a brief overview of a variety of qualitative methods, 
we hope to spark further research and application of qualitative methods in informa-
tion visualization; to expand our empirical approaches to include the application of 
qualitative methods to design and evaluation; and to encourage a wider acceptance of 
these types of research methodologies in our field. 

5.1  Qualitative Methods 

At the heart of qualitative methods is the skill and sensitivity with which data is gath-
ered. Whether the records of the data gathered are collected as field notes, artefacts, 
video tapes, audio tapes, computer records and logs, or all of these, in qualitative 
empirical approaches there are really only two primary methods for gathering data: 
observations and interviews. Observation and interview records are usually kept con-
tinually as they occur, as field notes, as regular journal entries as well as often being 
recorded as video or audio tapes. Artefacts are collected when appropriate. These can 
be documents, drawings, sketches, diagrams, and other objects of use in the process 
being observed. These artefacts are sometimes annotated as part of use practices or in 
explanation. Also, since the communities we are observing are often technology us-
ers, technology-based records can also include logs, traces, screen captures, etc. Both 
observation and interviewing are skills and as such develop with practice and can, at 
least to some extent, be learnt. For full discussions on these skills there are many 
useful books such as Seidman [65] and Lofland and Lofland [45]. 

5.1.1 Observation Techniques 
The following basic factors have been phrased in terms of developing observational 
records but implicitly also offer advice on what to observe: 
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• Try to keep jotting down notes unobtrusively. Ideally, notes are taken as obser-
vations occur; however, if one becomes aware that one’s note taking is having 
an impact on the observations, consider writing notes during breaks, when 
shielded, or at the end of the day. 

• Minimize the time gap from observations to note taking. Memory can be quite 
good for a few hours but does tend to drop off rapidly.  

• Include in observations the setting, a description of the physical setup, the time, 
who is present, etc. Drawing maps of layouts and activities can be very useful. 

• Remember to include both the overt and covert in activities and communica-
tions. For example, that which is communicated in body language and gestures, 
especially if it gets understood and acted upon, is just as important as spoken 
communications. But be careful of that grey area where one is not sure to what 
extent a communication occurred. 

• Remember to include both the positive and negative. Observed frustrations and 
difficulties can be extremely important in developing a fuller understanding. 

• Do not write notes on both sides of a paper. This may seem trivial but experi-
enced observers say this is a must [6]. You can search for hours, passing over 
many times that important note that is on the back of another note.  

• Be concrete whenever possible. 
• Distinguish between word-for-word or verbatim accounts and those you have 

paraphrased and/or remembered.  

5.1.2 Interview Techniques 
These are a few brief points of advice about interviewing. Do remember that while 
sorting out the right questions to ask is important, actively listening to what the par-
ticipant says is the most important of all interviewing skills. 

• Make sure that you understand what they are telling you and that the descrip-
tions, explanations they are giving you are complete enough. However, when 
asking for clarification, try to avoid implying that their explanations are poor be-
cause one does not want to make one’s participants defensive. Ask instead for 
what they meant by particular word usage or if they would explain again. The 
use of the word again implies that the interviewer did not catch it all rather than 
the explanation was incomplete. 

• Limit your inclination to talk. Allow for pauses in the conversation, sometimes 
note taking can be useful here. The participant will expect you to be taking 
notes. In this situation note taking can actually express respect for what the par-
ticipant has said. 

• Remember that the default is that the participant will regard the interview to 
some extent as public and thus will tell you the public version. Do listen for and 
encourage the less formal, less guarded expression of their thoughts. One exam-
ple, from Seidman [65], is the use of the word ‘challenge’. Challenge is an ex-
cepted term for a problem. The details of the problem might be explained more 
fully if one asks what is meant in the given situation by the word challenge. 
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• Follow up on what the participant says. Do allow the interview to be shaped by 
the information your participant is sharing.  

• Avoid leading questions. An important part of minimizing experimenter bias is 
wording questions carefully so as to avoid implying any types of answers. For 
example, asking a participant what a given experience was like for them, leaves 
space for their personal explanations. 

• Ask open ended questions. This can involve asking for a temporal reconstruction 
of an event or perhaps a working a day or asking for a subjective interpretation 
of an event.  

• Ask for concrete details. These can help trigger memories. 
• With all the above do remember that one of the most important pluses of an in-

terview process is the humanity of interviewer. Being present, aware and sensi-
tive to the process is your biggest asset. These guidelines are just that; guidelines 
to be used when useful and ignored when not. 

5.2  Types of Qualitative Methodologies 

This section is not intended to be a complete collection of all types of qualitative 
inquiry. Rather it is meant to give an overview of some of the variations possible, set 
in a discussion about when and where they have proven useful. This overview is di-
vided into three sections. First, the type of qualitative methodologies often used in 
conjunction with or as part of more quantitative methodologies is discussed. Then, we 
mention the approaches taken in the area of heuristic, or, as they are sometimes re-
ferred to ‘discount’, inspection methodologies. The last section will cover some study 
methodologies that are intentionally primarily qualitative. 

5.2.1 Nested Qualitative Methods 
While qualitative methodologies can be at the core of some types of studies, some 
aspects of qualitative inquiry are used in most studies. For instance, data gathered by 
asking participants for their opinions or preferences is qualitative. Gorard [26] argues 
that quantitative methods can not ignore the qualitative factors of the social context of 
the study and that these factors are, of necessity, involved in developing an interpreta-
tion of the study results. There are many methods used as part of studies such as labo-
ratory experiments that provide us with qualitative data. The following are simply a 
few examples to illustrate how common this mixed approach is. 

Experimenter Observations: An important part of most studies is that the experi-
menter keeps notes of what they observe as it is happening. The observations them-
selves can help add some degree of realism to the data and the practice of logging 
these observations as they happen during the study helps make them more reliable 
than mere memory. However, they are experimenter observations and as such are 
naturally subjective. They do record occurrences that were not expected or are not 
measurable so that they will also form part of the experimental record. These observa-
tions can be helpful during interpretation of the results in that they may offer explana-
tions for outliers, point towards important experimental re-design, and suggest future 
directions for study. Here, experimenter observations augment and enrich the primar-
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ily quantitative results of a laboratory experiment and in this they play an important 
but secondary role. 

Think-Aloud Protocol: This technique, which involves encouraging participants to 
speak their thoughts as they progress through the experiment, was introduced to the 
human-computer-interaction community by [43]. Discussions about this protocol in 
psychology date back to 1980 [19, 20, 21]. Like most methodologies, this one also 
involves tradeoffs. While it gives the experimenter/observer the possibility of being 
aware of the participants’ thoughts, it is not natural for most people and can make a 
participant feel awkward; thus, think aloud provides additional insight while also 
reducing the realism of the study. However, the advantage for hearing about a partici-
pant’s thoughts, plans, and frustrations frequently out-weigh the disadvantages and 
this is a commonly used technique. Several variations have been introduced such as 
‘talk aloud’ which asks a participant to more simply announce their actions rather 
than their thoughts [21]. 

Collecting Participant Opinions: Most laboratory experiments include some method 
by which participant opinions and preferences are collected. This may take the form 
of a simple questionnaire or perhaps semi-structured interviews. Most largely quanti-
tative studies such as laboratory experiments do ask these types of questions, often 
partially quantifying the participant’s response by such methods as using a Likert 
scale [44]. A Likert scale asks a participant to rate their attitude according to degree. 
For instance, instead of simply asking a participant, ‘did you like it?’ A Likert scale 
might ask the participant to choose one of a range of answers ‘strongly disliked,’ 
‘disliked,’ ‘neutral,’ ‘liked,’ or ‘strongly liked.’ 

Summary of Nested Qualitative Methods: The nested qualitative methods men-
tioned in this section may be commonplace to many readers. The point to be made 
here is that in the small, that is as part of a laboratory experiment, inclusion of some 
qualitative methods is not only commonplace, its value is well recognized. This type 
of inclusion of qualitative approaches adds insight, explanations and new questions. It 
also can help confirm results. For instance, if participants’ opinions are in line with 
quantitative measures – such as the fastest techniques being the most liked – this 
confirms the interpretation of the fastest technique being the right one to chose. How-
ever, if they contradict – such as the fastest techniques not being preferred – interest-
ing questions are raised including questioning the notion that fastest is always best. 

5.2.2 Inspection Evaluation Methods 
We include a discussion of inspection methods because, while they are not studies per 
se, they are useful, readily available, and relatively inexpensive evaluation approaches. 
The common approach is to use a set of heuristics as a method of focusing attention 
on important aspects of the software – interface or visualization – which need to be 
considered [54]. These heuristics or guidelines can be developed by experts or from 
the writings of experts. Ideally, such an inspection would be conducted by individual 
experts or even a group of experts. However, it has been shown that in practice, that a 
good set of heuristics can still be effective in application if a few, such as three or 
four, different people apply them [54]. For information visualization it is important to 
consider exactly what visualization aspects a given set of heuristics will shed light on.  
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Usability Heuristics: These heuristics, as introduced and developed by Nielson and 
Mack [1994], focus on the usability of the interface and are designed to be applied to 
any application, thus are obviously of use to information visualizations. They will 
help make sure that general usability issues are considered. These heuristics are dis-
tilled down to ten items – visibility of system status, match between system and real 
world, personal control and freedom, consistency and standards, error prevention, 
recognition rather than recall, flexibility and efficiency, aesthetic and minimalist de-
sign, errors handling, and help and documentation. 

Collaboration Heuristics: When interfaces are designed for collaboration, two addi-
tional major categories arise in importance: communication and coordination. Baker 
et al. [4] developed a set of heuristics that explore these issues based on the Mechan-
ics of Collaboration [29]. As information visualizations start to be designed for col-
laborative purposes, both distributed [31, 78] and co-located [35], these heuristics will 
also be important. 

Information Visualization Heuristics: While the usability heuristics apply to all 
infovis software and the collaboration heuristics apply to the growing body of col-
laborative information visualizations, there are areas of an information visualization 
that these at best gloss over. In response, the Information Visualization research com-
munity has proposed a variety of specific heuristics. Some pertain to given data do-
mains such as ambient displays [46] and multiple view visualizations [5]. Others 
focus on a specific cognitive level, for instance knowledge and task [1], or task and 
usability [66]. Tory and Möller [74] propose the use of heuristics based on both visu-
alization guidelines and usability. As explored by Zuk and Carpendale [84], we can 
also consider developing heuristics based on the advice from respected experts such 
as design advice collected from Tufte’s writings [75, 76, 77], semiotic considerations 
as expressed by Bertin [8] and/or research in cognitive and perceptual science as col-
lected by Ware [79]. Alternatively, we can start from information visualization basics 
such as presentation, representation and interaction [68]. However, a concept such as 
presentation cuts across design and perception, while representation advice, such as 
what types of visuals might best represent what types of data, might be distilled from 
the guidelines put forth by Bertin [8] and from an increasing body of cognitive sci-
ence as gathered in Ware [79]. Sorting out how to best condense these is a task in 
itself [52, 85]. “At this stage of development of heuristics for information visualiza-
tion we have reached a similar problem as described by Nielson and Mack [54]. It is a 
difficult problem to assess which list(s) are better for what reasons and under what 
conditions. This leads to the challenges of developing an optimal list that comprises 
the most important or common Information Visualization problems” (page 55, [85]). 

Summary of Inspection Evaluation Methods: While experience in the human com-
puter interaction communities and the growing body of information visualization 
specific research indicates that heuristics may prove a valuable tool for improving the 
quality of information visualizations, there is considerable research yet to be con-
ducted in the development of appropriate taxonomies and application processes for 
heuristics in information visualization. 

The currently recommended application approach for usability heuristics is that 
evaluators apply the heuristics in a two pass method. The first pass is done to gain an 
overview and second is used to asses in more detail each interface component with 
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each heuristic [54]. The original use indicated that in most situations three evaluators 
would be cost effective and find most usability problems [54]. However, subsequent 
use of heuristics for web site analysis appears to sometimes need more evaluators [9, 
69]. Further, this may depend on the product. While application of heuristics has not 
yet been formally studied in terms of web sites, it does introduce the possibility that 
information visualization heuristics may also need to be data, task or purpose specific. 

Heuristics are akin to the design term guidelines in that both provide a list of ad-
vice. Design guidelines are often usefully applied in a relatively ad hoc manner as 
factors to keep in mind during the design process and heuristic lists can definitely be 
similarly used. While there are definitely benefits that accrue in the use of guidelines 
and heuristics, it is important to bear in mind that they are based on what is known to 
be successful and thus tend not to favour the unusual and the inventive. In the design 
world, common advice is that while working without knowledge of guidelines is fool-
ish, following them completely is even worse. 

5.2.3 Qualitative Methods as Primary 
A common reason for using qualitative inquiry is to develop a richer understanding of 
a situation by using a more holistic approach. Commonly, the qualitative research 
method’s goal is to collect data that enables full, rich descriptions rather than to make 
statistical inferences [3, 14]. There are a wealth of qualitative research methods that 
can help us to gain a better understanding of the factors that influence information 
visualization use and design. Just as we have pointed out how qualitative methods can 
be effectively used within quantitative research, qualitative research can also include 
some quantitative results. For instance, there may be factors that can be numerically 
recorded. These factors can then be presented in combination with qualitative data. 
For example, if a questionnaire includes both fixed-choice questions and open ended 
questions, quantitative measurement and qualitative inquiry are being combined [56]. 

Qualitative methods can be used at any time in the development life cycle. A fin-
ished or near to finished product can be assessed via case studies or field studies. 
Also, there is a growing use of these methods as a preliminary step in the design proc-
ess. The HCI and particularly the computer-supported cooperative work (CSCW) 
research communities have successfully been using qualitative methods to gain in-
sight that can inform the initial design. CSCW researchers have learned a lot about 
how to support people working together with technology through pre-design observa-
tion and qualitative analysis of how people work together without technology. The 
basic idea is that through observations of participants' interactions with physical arte-
facts, a richer understanding of basic activities can be gained and that this understand-
ing can be used to inform interface design. This approach generally relies on observa-
tion of people, inductive derivation of hypotheses via iterative data collection, analy-
sis, and provisional verification [14]. For example, Tang's study of group design ac-
tivities around shared workspaces revealed the importance of gestures and the work-
space itself in mediating and coordinating collaborative work [73]. Similarly, Scott et 
al. [64] studied traditional tabletop gameplay and collaborative design, specifically 
focusing on the use of tabletop space, and the sharing of items on the table. Both 
studies are an example of how early evaluation can inform the design of digital sys-
tems. In both cases, the authors studied traditional, physical contexts first, to under-
stand participants' interactions with the workspace, the items in the workspace, and 



36 S. Carpendale 

within the group. The results of these experiments are regarded as providing impor-
tant information about what group processes to support and some indication about 
how this might be done. This type of research can be particularly important in com-
plex or sensitive scenarios such as health care situations [72]. Brereton and McGarry 
[11] observed groups of engineering students and professional designers using physi-
cal objects to prototype designs. They found that the interpretation and use of physical 
objects depended greatly on the context of its placement, indicating that the context of 
people's work is important and is difficult to capture quantitatively. Their goal was to 
determine implications for the design of tangible interfaces. Other examples include 
Saraiya et al. [63] who used domain expert assessments of insight to evaluate bioin-
formatics visualizations, while Mazza and Berre [48] used focus groups and semi-
structured interviews in their analysis of visualization approaches to support instruc-
tors in web-based distance education.  

The following are simply examples of empirical methods in which gathering of 
qualitative data is primary. There are many others; for instance, Moggridge [51] men-
tions that his group makes active use of fifty-one qualitative methods in their design 
processes. 

In Situ Observational Studies: These studies are at the heart of field studies. Here, 
the experimenter gets permission to observe activities as they take place in situ. In 
these studies the observer does their best to remain unobtrusive during the observa-
tions. The ideal in Moggridge’s terms is to become as a ‘fly on the wall’ that no one 
notices [51]. This can be hard to achieve in an actual setting. However, over time a 
good observer does usually fade into the background. Sometimes observations can be 
collected via video and audio tapes to avoid the more obvious presence of a person as 
observer but sometimes making such recordings is not appropriate as in medical situa-
tions. In these studies the intention is usually to gather a rich description of the situa-
tion being observed. However, there is both a difference and an overlap in the type of 
observations to be gathered when the intention is (a) to better understand the particu-
lar activities in a given of setting, or (b) to use these observations to inform technol-
ogy design. Thus, because different details are of prime interest it is important that 
our research community conducts these types of observational studies to better inform 
initial design as well as to better understand the effectiveness of new technology in 
use. These studies have high realism, result in rich context explicit data and are time 
and labour intensive when it comes to both data collection and data analysis. 

Participatory Observation: This practice is the opposite of participatory design. 
Here an information visualization expert becomes part of the application expert’s 
team to experience the work practices first hand rather than application experts be-
coming part of the information visualization design team. In participatory observa-
tion, additional insights can be gained through first-hand observer experience of the 
tasks and processes of interest in the context of the real world situation. Here, rather 
than endeavouring to be unobtrusive, the observer works towards becoming an ac-
cepted part of the community. Participatory observation is demonstrably an effective 
approach since as trust and rapport develop, an increasingly in-depth understanding is 
possible. Our research community is interested in being able to better understand the 
work practices of many different types of knowledge workers. These workers are 
usually highly trained, highly paid, and often under considerable time pressures. Not 
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surprisingly, they are seldom willing to accept an untrained observer as part of their 
team. Since information visualization researchers are of necessity highly trained 
themselves, it is rare that an information visualization researcher will have the neces-
sary additional training to become accepted as a participatory observer. However, 
domain expertise is not always essential for successful participatory observation. 
Expert study participants can train an observer on typical data analysis tasks – a proc-
ess which may take several hours, and then “put them to work” on data analysis using 
their existing tools and techniques. The observer keeps a journal of the experience and 
the outcomes of the analysis were reviewed with the domain experts for validity. 
Even as a peripheral participant, valuable understandings of domain, tasks, and work 
culture can be developed which help clarify values and assumptions about data, visu-
alizations, decision making and data insights important to the application domain. 
These understandings and constructs can be important to the information visualization 
community in the development of realistic tools. 

Laboratory Observational Studies: These studies use observational methodologies 
in a laboratory setting. A disadvantage of in situ observations is that they often require 
lengthy observations. For instance, if the observer is interested in how an analyst uses 
visual data, they will have to wait patiently until the analyst does this task. Since an 
analyst may have many other tasks – meetings, conference calls, reports, etc. – this 
may take hours or even days. One alternative to the lengthy in situation wait is to 
design an observational experiment in which, similarly to a laboratory experiment, the 
experimenter designs a setting, a procedure and perhaps even a set of tasks. Consider, 
for example, developing information visualizations to support co-located collabora-
tion. Some design advice on co-located collaborative aspects is available in the com-
puter supported cooperative work literature [35]. However, while this advice is useful, 
it does not inform us specifically about how teams engage in collaborative tasks when 
using visual information. Details such as how and when visualizations will be shared 
and what types of analysis processes need to be specifically supported in collaborative 
information visualization systems were missing. Here, an observational approach is 
appropriate because the purpose is to better understand the flow and nature of the 
collaboration among participants, rather than answering quantifiable lower-level ques-
tions. In order to avoid temporal biases in existing software, pencil and paper based 
visualizations were used. This allowed for the observation of free arrangement of 
data, annotation practices, and collaborative processes unconstrained by any particular 
visualization software [36]. 

Contextual Interviews: As noted in Section 5.1, interviewing in itself is core to 
qualitative research. Conducting an interview about a task, setting, or application of 
interest within the context in which this work usually takes place is just one method 
that can enrich the interview process. Here the realism of the setting helps provide the 
context that can bring to mind the day-to-day realities during the interview process 
(for further discussion see Holtzblatt and Beyer 1998). For example, to study how 
best to support the challenging problem of medical diagnosis, observing and inter-
viewing physicians in their current work environment might help to provide insights 
into their thought processes that would be difficult to capture with other methodolo-
gies. A major benefit of qualitative study can be seeing the big picture – the context in 
which a new visualization support may be used. The participants' motives, misgiv-
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ings, and opinions shed light on how they relate to existing support, and can effec-
tively guide the development of new support. This type of knowledge can be very 
important at the early stage of determining what types of information visualizations 
may be of value. 

Summary of qualitative methods as primary: These four methods are just exam-
ples of a huge variety of possibilities. Other methods include action research [42], 
focus groups [48], and many more. All these types of qualitative methods have the 
potential to lessen the task and data comprehension divide between ourselves as visu-
alization experts and the domain experts for whom we are creating visualizations. 
That is, while we can not become analysts, doctors, or linguists, we can gain a deeper 
understanding of how they work and think. These methods can open up the design 
space, revealing new possibilities for information visualizations, as well as additional 
criteria on which to measure success. 

5.3  Challenges for Qualitative Methods 

A considerable challenge to qualitative methods is that they are particularly labour 
intensive. Gathering data is a slow process and rich note taking is an intensive under-
taking, as are transcribing and subsequent analysis.  

5.3.1 Sample Sizes 
Sample sizes for qualitative research are determined differently than for quantitative 
research. Since qualitative research is not concerned with making statistically signifi-
cant statements about a phenomenon, the sample sizes are often lower than required 
for quantitative research. Often, sample sizes are determined during the study. For 
instance, a qualitative inquiry may be continued until one no longer appears to be 
gaining new data through observation [3]. There is no guideline to say when this 
‘saturation’ may occur [70]. Sample sizes may vary greatly depending on the scope of 
the research problem but also the experience of the investigator. An experienced in-
vestigator may reach a theoretical saturation earlier than a novice investigator. Also, 
because each interview and/or observation can result in a large amount of data, some-
times compromises in sample size have to be made due to considerations about the 
amount of data that can be effectively processed. 

5.3.2 Subjectivity  
Experimenter subjectivity can be seen as an asset because of the sensitivity that can 
be brought to the observation process. The quality of the data gathering and analysis 
is dependent on the experience of the investigator [56]. However, the process of gath-
ering any data must be concerned with obtaining representative data. The questions 
circle about whether the observer has heard or understood fully and whether these 
observations are reported accurately. Considerations include: 

• Is this a first person direct report? Otherwise normal common sense about 2nd, 
3rd, and 4th hand reports needs to be considered. 

• Does the spatial location of the observer provide an adequate vantage point from 
which to observe, or might it have led to omissions? 
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• Are the social relationships of the observer free from associations that might in-
duce bias? 

• Does the report appear to be self-serving? Does it benefit the experimenter to the 
extent that it should be questioned? 

• Is the report internally consistent? Do the facts within the report support each 
other? 

• Is the report externally consistent? Do the facts in the report agree with other in-
dependent reports? 

As a result it is important to be explicit about data collection methods, the position of 
the researcher with respect to the subject matter, analysis processes, and codes. These 
details make it possible for other researchers to verify results. 

In qualitative research it is acknowledged that the researcher's views, research con-
text, and interpretations are an essential part of the qualitative research method as 
long as they are grounded in the collected data [3]. This does not, however, mean that 
qualitative evaluations are less trustworthy compared to quantitative research. Auer-
bach suggests using the concept of ‘transferability’ rather than ‘generalizability’ when 
thinking about the concepts of reliability and validity in qualitative research [3]. It is 
more important that the theoretical understanding we have gained can also be found in 
other research situations or systems and can be extended and developed further when 
applied to other scenarios. This stands in contrast to the concept of generalizability in 
quantitative research that wants to prove statistically that the results are universally 
applicable within the population under study. 

Sometimes the point has been raised that if results do not generalize how can they 
be of use when designing software for general use. For example, qualitative methods 
might be used to obtain a rich description of a particular situation perhaps only ob-
serving the processes of two or three people. The results of a study like this may or 
may not generalize and the study itself provides no proof that they do. What we have 
is existence proof: that such processes are in use in at least two or three instances. 
Consider the worst case; that is that this rich description is an outlier that occurs only 
rarely. For design purposes, outliers are also important and sensitive design for out-
liers has been often shown to create better designs for all. For example, motion sen-
sors to open doors may have been designed for wheelchairs but actually are useful 
features for all. 

5.3.3 Analyzing Qualitative Data 
Qualitative data may be analyzed using qualitative, quantitative, or a combination of 
both methods. Mixed methods research includes a qualitative phase and a quantitative 
phase in the overall research study in order to triangulate results from different meth-
ods, to complement results from one method with another, or to increase the breadth 
and range of inquiry by using different methods [28]. 

Many of the qualitative analysis methods can be grouped as types of thematic 
analysis, in which analysis starts from observations, then themes are sensed through 
review of the data, and finally coded [10]. Coding is the process of subdividing and 
labeling raw data, then reintegrating collected codes to form a theory [70]. Moving 
from the raw data into themes and a code set may proceed using one of three ap-
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proaches: data-driven, motivated from previous research, or theory-driven, each with 
respectively decreasing levels of sensitivity to the data [10]. In the first style, data-
driven, commonly called open coding [14]; themes and a code set are derived directly 
from the data and nothing else. If the analysis is motivated by previous research, the 
questions and perhaps codes from the earlier research can be applied to the new data 
to verify, extend or contrast the previous results. With theory-driven coding one may 
think using a given theory, such as grounded theory [13], or ethno-methodology [24], 
as a lens through which to view the data.  

In either case the coded data may then be interpreted in more generalized terms. 
Qualitatively coded data may then be used with quantitative or statistical measures to 
try and distinguish themes or sampling groups. 

5.4  Qualitative Summary 

Qualitative studies can be a powerful methodology by which one can capture salient 
aspects of a problem that may provide useful design and evaluation criteria. Quantita-
tive evaluation is naturally precision-oriented, but a shift from high precision to high 
fidelity may be made with the addition of qualitative evaluations. In particular, while 
qualitative evaluations can be used throughout the entire development life cycle in 
other research areas such as CSCW [41, 52, 64, 73], observational studies have been 
found to be especially useful for informing design. Yet these techniques are under-
used and under-reported in the information visualization literature. Broader ap-
proaches to evaluation, different units of analysis and sensitivity to context are impor-
tant when complex issues such as insight, discovery, confidence and collaboration 
need to be assessed. In more general terms, we would like to draw attention to qualita-
tive research approaches which may help to address difficult types of evaluation ques-
tions. As noted by Isenberg el al. [36], a sign in Albert Einstein's office which read, 
‘Everything that can be counted does not necessarily count; everything that counts 
cannot necessarily be counted’ is particularly salient to this discussion in reminding 
us to include empirical research about important data that can not necessarily be 
counted. 

6  Conclusions 

In this paper we have made a two-pronged call: one for more evaluations in general 
and one for a broader appreciation of the variety of and importance of many different 
types of empirical methodologies. To achieve this, we as a research community need 
to both conduct more empirical research and to be more welcoming of this research in 
our publication venues. As noted in Section 4, even empirical laboratory experiments, 
as our most known type of empirical methodology, are often difficult to publish. One 
factor in this is that no empirical method is perfect. That is, there is always a trade-off 
between generalizability, precision, and realism. An inexperienced reviewer may rec-
ommend rejection based on the fact that one of these factors is not present, while realis-
tically at least one will always be compromised. Empirical research is a slow, labour-
intensive process in which understanding and insight can develop through time. That 
said, there are several important factors to consider when publishing empirical re-
search. These include: 
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• That the empirical methodology was sensitively chosen. The methodology 
should be a good fit to the research question, the situation and the research goals. 

• That the study was conducted with appropriate rigor. All methodologies have 
their own requirements for rigor and these should be followed. However, while 
trying to fit the rigor from one methodology onto another is not appropriate, de-
veloping hybrid methodologies that better fit a given research situation and 
benefit from two or more methodologies should be encouraged.  

• That sufficient details are published so that the reader can fully understand the 
processes and if appropriate, reproduce them.  

• That the claims should be made appropriately according to the strengths of the 
chosen methodology. For instance, if a given methodology does not generalize 
well, then generalizations should not be drawn from the results.  

While there is growing recognition in our research community that evaluation infor-
mation visualization is difficult [55, 57, 67], the recognition of this difficulty has not 
in itself provided immediate answers of how to approach this problem. Two positive 
recent trends of note are: one, that more evaluative papers in the form of usability 
studies have been published [25, 40, 47, 63, 80, 82], and two, that there are several 
papers that have made a call for more qualitative evaluations and complementary 
qualitative and quantitative approaches [18, 36, 48, 74]. 

This paper is intended merely as a pointer to a greater variety of empirical method-
ologies and encouragement towards their appreciation and even better their active use. 
There are many more such techniques and these types of techniques are being devel-
oped and improved continuously. There are good benefits to be had through active 
borrowing from ethnographic and sociological research methods, and applying them 
to our information visualization needs. In this paper we have argued for an increased 
awareness of empirical research. We have discussed the relationship of empirical 
research to information visualization and have made a call for a more sensitive appli-
cation of this type of research [27]. In particular, we encourage thoughtful application 
of a greater variety of evaluative research methodologies in information visualization. 
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