
Machine Learning Applications

CS 4644-DL / 7643-A
ZSOLT KIRA

Topics:

• Recurrent Neural Networks

• Long Short-Term Memory



Administrivia

• Assignment 3 out

• Due March 9th 11:59pm EST

• Will require some training time, so START EARLY!

• Projects

• Project proposal due March 15th

• Meta office hours on bias/fairness Friday 03/23!

• Will NOT be recorded so please show up and ask questions!
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(Vanilla) Recurrent Neural Network

x

RNN

y

The state consists of a single “hidden” vector h:

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n
Sometimes called a “Vanilla RNN” or an “Elman RNN” after Prof. Jeffrey Elman

h



Recurrent Neural Network

x

RNN

y
We can process a sequence of vectors x by 

applying a recurrence formula at every time step:

new state old state input vector at 

some time step
some function

with parameters W

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n

h
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RNN: Computational Graph: Many to Many
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Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Example: 

Character-level

Language Model

Vocabulary:

[h,e,l,o]

Example training

sequence:

“hello”

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Example: 

Character-level

Language Model

Vocabulary:

[h,e,l,o]

Example training

sequence:

“hello”

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n

Training Time: MLE / “Teacher Forcing” 



Example: 

Character-level

Language Model

Sampling

Vocabulary:

[h,e,l,o]

At test-time sample 

characters one at a 

time, feed back to 

model
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Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n

Test Time: Sample / Argmax
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Language Model

Sampling
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At test-time sample 
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time, feed back to 

model

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n

Test Time: Sample / Argmax
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Test Time: Sample / Argmax
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Language Model

Sampling

Vocabulary:

[h,e,l,o]

At test-time sample 

characters one at a 

time, feed back to 

model

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n

Can also feed in predictions during training (student forcing)

Test Time: Sample / Argmax
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Backpropagation through time

Loss

Forward through entire sequence to 

compute loss, then backward through 

entire sequence to compute gradient

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Truncated Backpropagation through time
Loss

Run forward and backward 

through chunks of the 

sequence instead of whole 

sequence

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Truncated Backpropagation through time
Loss

Carry hidden states 

forward in time forever, 

but only backpropagate 

for some smaller 

number of steps

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Truncated Backpropagation through time
Loss

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



time

depth

Multilayer RNNs

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



x

RNN

y

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



train more

train more

train more

at first:

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



The Stacks Project: open source algebraic geometry textbook

Latex source http://stacks.math.columbia.edu/

The stacks project is licensed under the GNU Free Documentation License

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n

http://stacks.math.columbia.edu/
https://github.com/stacks/stacks-project/blob/master/COPYING


Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Generated 

C code

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Searching for  interpretable cells

Karpathy, Johnson, and Fei-Fei: Visualizing and Understanding Recurrent Networks, ICLR Workshop 2016

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Searching for  interpretable cells

Karpathy, Johnson, and Fei-Fei: Visualizing and Understanding Recurrent Networks, ICLR Workshop 2016
Figures copyright Karpathy, Johnson, and Fei-Fei, 2015; reproduced with permission

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Searching for  interpretable cells

Karpathy, Johnson, and Fei-Fei: Visualizing and Understanding Recurrent Networks, ICLR Workshop 2016
Figures copyright Karpathy, Johnson, and Fei-Fei, 2015; reproduced with permission

quote detection cell

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Searching for  interpretable cells

Karpathy, Johnson, and Fei-Fei: Visualizing and Understanding Recurrent Networks, ICLR Workshop 2016
Figures copyright Karpathy, Johnson, and Fei-Fei, 2015; reproduced with permission

line length tracking cell

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Searching for  interpretable cells

Karpathy, Johnson, and Fei-Fei: Visualizing and Understanding Recurrent Networks, ICLR Workshop 2016
Figures copyright Karpathy, Johnson, and Fei-Fei, 2015; reproduced with permission

if statement cell

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Searching for  interpretable cells

Karpathy, Johnson, and Fei-Fei: Visualizing and Understanding Recurrent Networks, ICLR Workshop 2016
Figures copyright Karpathy, Johnson, and Fei-Fei, 2015; reproduced with permission

quote/comment cell

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Searching for  interpretable cells

Karpathy, Johnson, and Fei-Fei: Visualizing and Understanding Recurrent Networks, ICLR Workshop 2016
Figures copyright Karpathy, Johnson, and Fei-Fei, 2015; reproduced with permission

code depth cell

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



ht-1

xt

W

stack

tanh

ht

Vanilla RNN Gradient Flow
Bengio et al, “Learning long-term dependencies with gradient descent 

is difficult”, IEEE Transactions on Neural Networks, 1994

Pascanu et al, “On the difficulty of training recurrent neural networks”, 

ICML 2013

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



ht-1

xt

W

stack

tanh

ht

Vanilla RNN Gradient Flow

Backpropagation from ht 

to ht-1 multiplies by W 

(actually Whh)

Bengio et al, “Learning long-term dependencies with gradient descent 

is difficult”, IEEE Transactions on Neural Networks, 1994

Pascanu et al, “On the difficulty of training recurrent neural networks”, 

ICML 2013

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Vanilla RNN Gradient Flow

h0 h1 h2 h3 h4

x1 x2 x3 x4

Computing gradient 

of h0 involves many 

factors of W

(and repeated tanh)

Bengio et al, “Learning long-term dependencies with gradient descent 

is difficult”, IEEE Transactions on Neural Networks, 1994

Pascanu et al, “On the difficulty of training recurrent neural networks”, 

ICML 2013

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Vanilla RNN Gradient Flow

h0 h1 h2 h3 h4

x1 x2 x3 x4

Largest singular value > 1: 

Exploding gradients

Largest singular value < 1:

Vanishing gradients

Computing gradient 

of h0 involves many 

factors of W

(and repeated tanh)

Bengio et al, “Learning long-term dependencies with gradient descent 

is difficult”, IEEE Transactions on Neural Networks, 1994

Pascanu et al, “On the difficulty of training recurrent neural networks”, 

ICML 2013

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Vanilla RNN Gradient Flow

h0 h1 h2 h3 h4

x1 x2 x3 x4

Bengio et al, “Learning long-term dependencies with gradient descent 

is difficult”, IEEE Transactions on Neural Networks, 1994

Pascanu et al, “On the difficulty of training recurrent neural networks”, 

ICML 2013

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Vanilla RNN Gradient Flow

h0 h1 h2 h3 h4

x1 x2 x3 x4

Bengio et al, “Learning long-term dependencies with gradient descent 

is difficult”, IEEE Transactions on Neural Networks, 1994

Pascanu et al, “On the difficulty of training recurrent neural networks”, 

ICML 2013

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Vanilla RNN Gradient Flow

h0 h1 h2 h3 h4

x1 x2 x3 x4

Bengio et al, “Learning long-term dependencies with gradient descent 

is difficult”, IEEE Transactions on Neural Networks, 1994

Pascanu et al, “On the difficulty of training recurrent neural networks”, 

ICML 2013

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Vanilla RNN Gradient Flow

h0 h1 h2 h3 h4

x1 x2 x3 x4

Largest singular value > 1: 

Exploding gradients

Largest singular value < 1:

Vanishing gradients

Gradient clipping: Scale 

gradient if its norm is too bigComputing gradient 

of h0 involves many 

factors of W

(and repeated tanh)

Bengio et al, “Learning long-term dependencies with gradient descent 

is difficult”, IEEE Transactions on Neural Networks, 1994

Pascanu et al, “On the difficulty of training recurrent neural networks”, 

ICML 2013

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Vanilla RNN Gradient Flow

h0 h1 h2 h3 h4

x1 x2 x3 x4

Computing gradient 

of h0 involves many 

factors of W

(and repeated tanh)

Largest singular value > 1: 

Exploding gradients

Largest singular value < 1:

Vanishing gradients
Change RNN architecture

Bengio et al, “Learning long-term dependencies with gradient descent 

is difficult”, IEEE Transactions on Neural Networks, 1994

Pascanu et al, “On the difficulty of training recurrent neural networks”, 

ICML 2013

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Long Short Term Memory (LSTM)

Hochreiter and Schmidhuber, “Long Short Term Memory”, Neural Computation 

1997

Vanilla RNN LSTM

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Meet LSTMs

(C) Dhruv Batra 46

Image Credit: Christopher Olah (http://colah.github.io/posts/2015-08-Understanding-LSTMs/)



LSTMs Intuition: Memory

• Cell State / Memory

(C) Dhruv Batra 47

Image Credit: Christopher Olah (http://colah.github.io/posts/2015-08-Understanding-LSTMs/)



LSTMs Intuition: Forget Gate

• Should we continue to remember this “bit” of information or 
not?

(C) Dhruv Batra 48

Image Credit: Christopher Olah (http://colah.github.io/posts/2015-08-Understanding-LSTMs/)



LSTMs Intuition: Input Gate
• Should we update this “bit” of information or not?

– If so, with what?

(C) Dhruv Batra 49

Image Credit: Christopher Olah (http://colah.github.io/posts/2015-08-Understanding-LSTMs/)



LSTMs Intuition: Memory Update

• Forget that + memorize this

(C) Dhruv Batra 50

Image Credit: Christopher Olah (http://colah.github.io/posts/2015-08-Understanding-LSTMs/)



LSTMs Intuition: Output Gate

• Should we output this “bit” of information to “deeper” layers?

(C) Dhruv Batra 51

Image Credit: Christopher Olah (http://colah.github.io/posts/2015-08-Understanding-LSTMs/)



LSTMs Intuition: Additive Updates

(C) Dhruv Batra 52

Image Credit: Christopher Olah (http://colah.github.io/posts/2015-08-Understanding-LSTMs/)

Backpropagation from ct 
to ct-1 only elementwise 
multiplication by f, no 
matrix multiply by W



LSTMs Intuition: Additive Updates

(C) Dhruv Batra 53

Image Credit: Christopher Olah (http://colah.github.io/posts/2015-08-Understanding-LSTMs/)

Uninterrupted gradient flow!



LSTMs Intuition: Additive Updates

(C) Dhruv Batra 54

Image Credit: Christopher Olah (http://colah.github.io/posts/2015-08-Understanding-LSTMs/)

Uninterrupted gradient flow!
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ResNet!



LSTMs
• A pretty sophisticated cell

(C) Dhruv Batra 55

Image Credit: Christopher Olah (http://colah.github.io/posts/2015-08-Understanding-LSTMs/)



LSTM Variants: Gated Recurrent Units

• Changes: 

– No explicit memory; memory = hidden output

– Z = memorize new and forget old

(C) Dhruv Batra 56

Image Credit: Christopher Olah (http://colah.github.io/posts/2015-08-Understanding-LSTMs/)



Other RNN Variants

[An Empirical Exploration of 

Recurrent Network Architectures, 

Jozefowicz et al., 2015]



Neural Image Captioning

(C) Dhruv Batra 58

Convolution Layer
+ Non-Linearity

Pooling Layer Convolution Layer
+ Non-Linearity

Pooling Layer Fully-Connected MLP

Image Embedding (VGGNet)

4096-dim



Neural Image Captioning

(C) Dhruv Batra 59

Convolution Layer
+ Non-Linearity

Pooling Layer Convolution Layer
+ Non-Linearity

Pooling Layer Fully-Connected MLP

4096-dim

Image Embedding (VGGNet)



Neural Image Captioning

(C) Dhruv Batra 60
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Neural Image Captioning

(C) Dhruv Batra 61
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Summary

• RNNs work on sequences of data, propagating hidden 
state/memory across the sequence

• LSTMs improve gradient flow through gating

• Next time: Transformers

– Remove the notion of bottlenecks

– Generally deal with arbitrary unordered set of inputs

– Leverage transformations with attention to “mix” all input elements 
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