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Problem Statement

Goals

• Unify multiple modalities - text, 
images, audio, video, and actions

• Address the challenges of training 
such a diverse multimodal model from 
scratch

Contributions

• First autoregressive model trained 
from scratch that can process and 
generate multiple modalities

Broad overview of Unified IO 2
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Problem Statement

Contributions

• Pre-training
o 1 billion image-text pairs, 1 trillion text tokens, 180 million video clips, 130 million interleaved 

image & text, 3 million 3D assets, and 1 million agent trajectories

• Instruction Tuning
o Combined more than 120 datasets covering 220 tasks

• Architectural innovations 
o Multimodal mixture of denoiser objectives

o Dynamic packing

• Stabilized training 
o 2D rotary embeddings

o QK normalization

o Scaled cosine attention mechanisms on the perceiver resampler
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Problem Statement

Contributions

• Sets the new SOTA on the GRIT 
benchmark

• Matched or outperformed 
recently proposed VLMs

• Outperformed the closest 
competitor in image generation

• Capable of following free-form 
instructions, even those unseen 
during training

GRIT Benchmark

Image from the official GRIT repository, https://github.com/allenai/grit_official
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Related Works



1. MiniGPT-v2, InstructBLIP - Leveraged pre-trained LLMs and incorporated a 
visual encoder, and some extra visual instruction training to incorporate zero 
shot capabilities

2. Qwen-VL (OCR, image-text retrieval), M3IT (multilingual instruction tuning) - 
Added new functionalities to previous approach

3. PandaGPT, ImageBind-LLM, ChatBridge – Added other modalities

4. Multimodal generation:
1. UNIFIED-IO, LaVIT, OFA, Emu and CM3Leon - generate tokens that a VQ-GAN can then 

decode into an image

2. GILL, Kosmos-G and SEED - generate features that a diffusion model can use

3. JAM - fuses pre-trained language and image generation models

Related Works



CODI: Any-to-Any Generation via Composable Diffusion
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CODI: Any-to-Any Generation via Composable Diffusion
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CODI: Any-to-Any Generation via Composable Diffusion
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Unified-IO: A Unified Model for Vision, Language, and Multi-
Modal Tasks
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Unified-IO: A Unified Model for Vision, Language, and Multi-
Modal Tasks
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Architecture
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Tasks
Audio Visual 3D Object Detection

3D Synthesis from Image Robot Actions

2D Detection - Segmentation

Representation?
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Modality Representation

Text LLaMA BPE

Continuous values 

Images

Audio
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<Image_Input>

<Audio_Input>

<Image_Frame_1:4>

<Audio_Frame_1:4>
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Modality Encoding

Images

Audio

ViTAST

Perceiver 

Resampler
An Image Is Worth 16x16 Words:transformers For Image Recognition At Scale, Dosovitskiy et. Al 2021

AST: Audio Spectrogram Transformer, Gong et. Al 2021

Flamingo: a Visual Language Model for Few-Shot Learning, Alayrac et. Al 2022
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https://arxiv.org/pdf/2104.01778


Architecture
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Architecture

Improvements

(1) RoPE: 2D Rotary Positional Embeddings
 

(2) QK Normalization: LayerNorm

(3) Scaled Cosine Attention: Perceiver Resampler

Attention Is All You Need, Vaswani et. al 2017

RoFormer: Enhanced transformer with Rotary Position Embedding, Su et. Al 2024

Swin Transformer V2: Scaling Up Capacity and Resolution., Liu et. Al 2022

25



26



Dynamic Packing

• Tokens of multiple examples are 
packed into a single sequence, and 
the attentions are masked to prevent 
the transformer from cross-attending 
between examples

• 4x training throughput

UNIFIED-IO2

UNIFIED-IO2
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Decoding

Taming Transformers for High-Resolution Image Synthesis (a.k.a #VQGAN) Esser et. Al 2021

Vector-quantized Image Modeling with Improved VQGAN, Yu et. Al 2022

Images

Audio

VQ-GAN

ViT VQ-GAN

29



Model

30



Training Objectives



Multimodal Mixture of Denoisers

UL2: Mixture-of-Denoisers (MoD) (Figure from GoogleBlog)

Text 

[R] masked language modeling (MLM)
[S] causal language modeling
[X] extreme span corruption

32

https://ai.googleblog.com/2022/10/ul2-20b-open-source-unified-language.html


Multimodal Mixture of Denoisers

UL2: Mixture-of-Denoisers (MoD) (Figure from GoogleBlog)

Image & Audio 

[R] → x% 

[S]
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masked

causal modality

https://ai.googleblog.com/2022/10/ul2-20b-open-source-unified-language.html


Multimodal Mixture of Denoisers

UL2: Mixture-of-Denoisers (MoD) (Figure from GoogleBlog)

Image & Audio 

[R] → x% 
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masked

https://ai.googleblog.com/2022/10/ul2-20b-open-source-unified-language.html


Pre-Training Objective
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Datasets



Pre-Training Data

• Total size: 8.5 Billion

• 1 billion image-text pairs, 6.6 billion text, 180 million video clips, 130 million interleaved 
image & text, 3 million 3D assets, and 1 million agent trajectories
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Contd… in supplementary materials



Instruction Tuning Data

• 220 tasks from over 120 datasets

• 60% prompting data, meaning supervised datasets combined 

with prompts 

• Catastrophic forgetting ➔ 30% of the data is carried over from 

pre-training

• 6% task augmentation data we build by constructing novel 

tasks using existing data sources, which enhances existing 

tasks and increases task diversity. 

• The remaining 4% consists of free-form text to enable chat-

like responses.
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Contd… in supplementary materials- Pre-training BS = 512, 1.5 M steps

- Instruction-tuning BS = 256, 1.5 M steps
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Experiments and Results

Experiments -> too complicated and lots of numbers and evals.
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We will adopt a precise thinking framework. I call -> Pierce.

We will ride on Pierce to weed through the noise in all evals, one by one, as we collect signal 

that stays with us till we reach the end.

Pierce Framework:

1. Describe the eval.

2. Keep an eye for numbers that jump out -> Where are the bolds ?

3. What's the diff b/w the best and 2nd best ?

• "Unmotivated" best reasoning explaining the diff.

• Compare approaches based on:

• Model params

• Data size

• Approach Diff (if necessary)

• Data Type (if necessary)

4. Collect Signal -> Trends that stand the test of ALL evals "without" inconsistencies.



Zero Shot Analysis – Not much Signal, but a good start.

Data

1 Trillion tokens

1 Trillion tokens

LAION-400M (Under 1.5B params)

LAION-120M + MC4 60M

UIO-2 Data

Text -> 6.6 Billion Tokens

Image-text -> 970m pairs

Common Sense NLI | Faithfulness of text-2-image | spatio-temporal comprehension | captioning audios
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GRIT -> Signal !! for Uni-Modal vs Multi-Modal

10.2M human-loop masks

~ 3.2M images

~1M images

~ FrameNet+NYUV2

Remains, Unclear:

Are the gains, because of

1. Modalities

2. Unification

3. Just more raw data.

4. Just more model params.

Contradiction -> How come, despite less data, and model params:

1. DINO+SAM is better in segmentation ?

2. NLL-AngMF is better in surface Normal tasks ?
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Generation Comparisons – Signal Persists

Metrics:

1. FAD/FID -> similarity to ground truth

2. TIFA -> faithfulness in generation to prompt.

3. IS -> sample diversity and quality

4. KL -> prob. Dist. b/w target and sample features

Audio:

1. AudioLDM wins, plausible reasons?

1. Diffusion models vs VQ-GAN

2. Specific task fine-tuning

2. Contradictions?

1. UIO2 data >> AudioLDM data (AudioSet mainly)

2. Diversity (IS) should be better, coz of large-train 

set.

Action:

VIMA models win reasons?

1. Specifically tuned for this task only. No audio/video distractions?

2. Trick -> object centric features

Contradictions?

1. Less than 300M params.

2. 1M trajectories vs 650k trajectories

3. Uses a "non". unified way and beats "unified" IO2

1. Image I/p -> Mask-RCNN -> localized objects -> VIT -> o/p image tokens

2. Image Tokens -> MLP -> t5 text-only base

3. text I/p -T5 base
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0.4B param + 30M + CLIP

1.45B param + LAION-400M



CoDi vs UIO2 -> High Signal !!!! Do u see it??

CoDi Dataset

UIO-2 Dataset

Inferences:

CoDi beats UIO2 , plausible reasons

1. Diffusion Model. (better quality than GAN)

Contradiction

1. Codi's audio data is smaller than UIO2's.

2. Overall, less data, and same # of 

modalities.

UIO2 beats CoDi in faithfulness to 

prompts. What could this mean? Better 

text-image grounding, but quality of image 

is limited by VQ-GAN ?
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Vision-Language Tasks – Signal Persists

Inferences:

1. Marginal improvements.

o Except SQA1 (but there's a star XD)

2. Single Task >> Multi Task, However they are still close.

Single Task SOTA usually have something "additional" 

giving them the edge.

1. RefCOCO+/g : 1.5B Laion-2B images

2.  QKVQA, SQA: Pali –VLM (5B params) + fine-tuned + 

reasoning paradigm
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Table –> What's the meaning of Life? -> Meaningless

(*) - zero shot

(**) - few shot

UIO2 – Instruction Tuned.

Only 3/8 methods are fairly compared.

Only 6 / 10 datasets maybe fairly 

inspected. 2 of those are from flamingo-

80B, so unfair again.

Only 4 remain, UIO2 loses in 3 of those.

Impossible to draw any inferences for 

majority of models/data.

For which it's possible -> UIO2 

underperforms anyways.
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Inferences that stood the test of ALL evals.
Somewhat High Confidence Inferences:

1. GANs <<< Diffusion
o Research idea: try UIO3: But with Diffusion .

2. Unimodal most likely wins when:

o More "supervised" data + a few good "task-specific" tricks

▪ DINO+SAM; LLAMA-7B

3. Unimodal most likely lose when:

o Not enough data + No "additional" task-specific tricks

▪ Mask-RCNN; GPV-½, CLIP

Shaky foundation Inferences:

1. Unimodal may or may not win when:

o Not enough data, but a few "additional" tricks.

▪ Wins -> AudioLDM; NLL-AngMF; VIMA

▪ Losses -> AudioGen; DiffSound

o Enough data, but no "additional" tricks.

▪ Not the right experiments to analyze from this paper.



Let's Do Science, Not Just Alchemy:

1. Almost none of the inferences we eventually made, were "very" high confidence.

o Yes, multi-modal models perform better when there's more data, and uni-modal models don’t 

use tricks.

▪ But Can we "pin-point" why?

1. Representations Learned through -> Unification of modalities?

2. More raw Data

3. More raw Parameters

o Yes, UIO-2 beats all other multi-modal models in Vision-Language tasks.

▪ But Can we "pin-point" why?
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2. Few "systematic", "controlled", "small-scale" experiments that "generalize" to large-scale, with 

"guarantees" would be a "much more" scientific approach.

3. Academics -> should have "MORE" incentive to do this, as it does not require heavy scale. But we 

seem to be stuck with the incentives from industry to just scale, without enough "resources" to go after 

it.



Limitations & Societal Implications

Limitations

• Long horizon Generation
▪ Audio (limited to 4.08 s)

▪ Video (perceiver Resampler bottleneck vs 
time)

• Image Quality (FID score is worse vs CoDi 
and Emu)
o VQ-GAN intrinsic limitation
o Its difficult to lower reconstruction loss with 

larger H*W input images.

Implications

• Pushes the efforts for unifying modalities 
into one model.

• 1 step towards a "unified", "open" 
interface for humans with general 
purpose AI.

• One model for n tasks is easier to scale 
vs n model for n tasks. Can lead to 
widespread availability at cheaper cost.

• Pessimistic side: enhances bad uses of 
deep fakes, now conditioned through any 
modality, and more faithful, albeit lower 
quality XD.
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Summary of Strengths, Weaknesses, Relationships

Strengths

• Logistics of Unifying 4 modalities was 
very well handled.
o Code, open data, experiments, tasks 

coverage, training regimes, qualitative 
samples generated.

• Tasks Evaluated were exhaustive, along 
with number of models compared 
against.

• Qualitative Samples shown were quite 
diverse, and exhaustive. Leads to a better 
intuition for weakness/strengths.

• Depth of explanation for stabilizing 
training with increasing modality was 
insightful !

Weakness

• Experiment analysis were more or less, a 
dump of numbers.

1. Adding additional column for data seen 
per model for each table could help.

2. Reasoning for under/over performance 
were not deep enough. (might be another 
paper altogether tho.)

• Extremely difficult to pin-point what 
works and what does not. In their 
defence, ablations are also quite 
infeasible at this scale. -> calls for 
controlled experiments in small-scale, 
and ways to discover llm laws that 
generalize to large-scale.
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Thank You!



EXTRA



Architecture

Improvements

(1) RoPE

2D Rotary Positional Embeddings 

Attention Is All You Need, Vaswani et. al 2017

RoFormer: Enhanced transformer with Rotary Position Embedding, Su et. Al 2024
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RoPE

• Applied to Q,K and rotate each part of 
the vector by mtheta
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Architecture

Improvements

(1) 2D Rotary Positional Embeddings (RoPE)

(2) QK Normalization

Attention Is All You Need, Vaswani et. al 2017

RoFormer: Enhanced transformer with Rotary Position Embedding, Su et. Al 2024
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LayerNorm

• we can take the mean across the 
spatial dimension and across all 
channels 
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Architecture

Improvements

(1) 2D Rotary Positional Embeddings (RoPE)

(2) QK Normalization

(3) Scaled Cosine Attention

Attention Is All You Need, Vaswani et. al 2017

Swin Transformer V2: Scaling Up Capacity and Resolution., Liu et. Al 2022

Perceiver 

Resampler

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑄,𝐾, 𝑉

= 𝑠𝑜𝑓𝑡𝑚𝑎𝑥
cos 𝑄, 𝐾 /𝜏

𝑑𝑘
𝑉
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VQ-GAN
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VQ-VAE
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ViT VQ-GAN
HiFi-GAN



Pre-
traini
ng 
Objec
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Pre-
traini
ng 
Objec
tives
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Pre-Training Data
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Pre-Training Data
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Instruction Tuning Data

• 220 tasks from over 120 datasets
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Contd… in supplementary materials



Instruction Tuning Data
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Instruction Tuning Data

• 60% data with prompts

• Catastrophic forgetting ➔ 30% of the data is carried over from pre-training
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