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Related Works
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Chameleon is a token-based, early-fusion, multimodal learning algorithm through 
pure autoregressive generation. 

To better understand the place of Chameleon in the literature, we compare through 
the following three aspects

● Image tokenization techniques & token-based SSL unimodal/multimodal 
representation learning

● Early-fusion models v.s. Late-fusion models

● Pure autoregressive v.s. Autoregressive + diffusion



• Discrete VAE (d-VAE, 2016) is one of the first work on generating discrete latent representation for data. Data are directly 
compressed to discrete tokens on the latent space.

• VQ-VAE (2017) proposes a more stable pipeline leveraging the idea of vector quantization. Instead of building a discrete latent 
space, VQ-VAE first learn a continuous latent representation for image patches, but force it to be representable as discrete 
tokens through projection onto their nearest neighbors in the codebook (vocabulary). 

• VQ-GAN (2021) improves upon VQ-VAE by enabling the learning of a representation-rich codebook with additional perceptual 
losses and GAN losses.

4

Images as sequences of tokens

Training losses:



Motivated by the success of BERT and Masked Language Modeling on language tasks, BEIT attempts to make an analogy for image 
representation learning

Images are separated patches and encoded in two ways: 1) through d-VAE into visual tokens, 2) through linear projection head into 
latent vectors

Self-supervised learning task: Given a image in pixel space where some patches are masked, predicted the visual tokens with a 
vision transformer as a backbone
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Start of Token-based Image SSL: BEIT

Note that:

BEIT is not for generation and there is no 
decoder in the training

BEIT is not a pure token-based approach 



Chameleon is partially built upon two previous work from the same Meta team, CM3 & CM3Leon, which extends the token-based 
modeling approach to multimodal data in a pure autoregressive fashion. 

CM3 considered a causally masked language training objective, where multimodal content such as hyperlinks and images are replaced 
with a placeholder <mask> token in the middle of text generation, and they will be generated at the end of the sentence. Due to this 
format, the models can be trained autoregressively with next token prediction using a decoder-only transformer.

CM3Leon scales up CM3 and add a second stage of SFT to align this general purpose model. CM3Leon can perform both text-to-image 
generation and image-to-text captioning with competitive performance.
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Precursor work of Chameleon: CM3 & CM3Leon



Late-fusion models: data of different modalities are encoded 
separately with different encoders before passing into the 
model for fusion

Examples:  Flamingo, ViLT, LLaVA, Unified-IO, etc
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Early-fusion Models v.s. Late-fusion Models

Early-fusion models: data of different modalities are encoded into 
discrete tokens with a shared vocabulary, then
representation are learned in a shared space in an early stage

Examples: Chameleon, Show-o, Transfusion

Late-fusion: Flamingo Early-fusion: Chameleon



After Chameleon, two other mixed modal early fusion models show up, namely Show-o and Transfusion. 

Similar to Chameleon, both Show-o and Transfusion tokenize images into discrete tokens and use one transformer to model the 
generation, which is an early fusion approach. 

Unlike Chameleon which is purely autoregressive, Show-o and Transfusion model texts in a autoregressive way, but generate 
image tokens simultaneously.

This reflects in the attention pattern for in the decoder transformer. 

For Chameleon, all the attention are causally masked due to always predicting the next tokens. 

For Show-o and Transfusion, attention are causally masked when generating texts but bidirectional when generating images.
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Chameleon v.s. Other early-fusion models



Methodology 1

Train a VLM from scratch using no large 
encoders, opting instead for fusion as 
soon as possible. Text and Image 
prompts are tokenized and immediately 
fed into the model.
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Text

● For text, BPE tokenizer is trained from scratch on a subset of the training data.
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Methodology 2 - Tokenization

Images

● Tokenizer largely based on VQGAN, but with added perceptual losses for 
faces and salient objects.

● 512x512 Images are encoded into 1024 tokens from a codebook of size 8192

Added perceptual losses help 
the tokenizer focus on 
important objects in an image 



● Decoder-only model derived from Llama 2
● RMSNorm instead of LayerNorm for layer normalization

○ No clear argument for performance, but is more computationally efficient
● SwiGLU activation function everywhere

○ A modification of the regular GLU activation:

Methodology 3 - Architecture
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“We offer no explanation as to why these architectures seem to work; we attribute their success, 
as all else, to divine benevolence” - From “GLU Variants Improve Transformer”

● Rotary Positional Embeddings are used for adding positional information
○ Allows for better expressiveness of positional information and passing of 

relative position information to attention layers, along with other benefits
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Methodology 3.1 - Stability Issues

● The group observes training instability in multimodal settings and attributes 
this to “competition between modalities”, where modalities grow their 
respective norms whenever a softmax is present, i.e.: in every attention 
submodule, as well as the final softmax over the logits.

● They find this to be problematic for larger models and long training runs, and 
creates stability issues once norms reach the bf16 floating point limit.
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Methodology 3.2 - Solving Stability

● Moving LayerNorms outside of Attention and MLP helps limit the growth of 
feed-forward outputs.

● Query-Key Normalization solves the issue of norm growth in attention

● A small loss penalty to the denominator of the last 

softmax activation prevents the logits from becoming too large.

● Dropout (Chameleon 7B only)



- Pretraining is done in two steps, both using a mixture of datasets categorized 
as text-only, text-image, and text/image interleaved.

- First, they train using very large-scale, completely unsupervised datasets for 
80% of total training steps

- Then, they lower the weight of these large unsupervised datasets and mix in 
other, smaller, but high-quality datasets

Methodology 4 - Pre-Training
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● The team chooses to perform a lightweight alignment stage by supervised 
fine-tuning using carefully curated datasets.

● They include a range of different tasks separated between Text, Code, Visual 
Chat, Image Generation, Interleaved Text/Image Generation, and Safety.

● Text and Code were borrowed from the Llama2 and CodeLlama SFT datasets.
● Image Generation is a carefully curated subset of their licensed data.
● Interleaved Text/Image Generation and Visual Chat are contracted from third-

parties.

Methodology 5 - Alignment
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The datasets section is very opaque, and not a lot of detailed information is 
disclosed.



● Data dependencies per-step
○ Image and text each have their own decoding methods, so tokens must be analyzed at 

each step.
● Constrained generation masking

○ In constrained generation (i.e.: unimodal outputs), additional control flow is required to 
ignore tokens not fitting a particular modality

● Fixed-sized text units
○ Since images are encoded and decoded as 1024-token blocks, inference has to account 

for this.
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Methodology 6 - Inference Challenges



Human evaluation

“Chameleon has significant new mixed modal understanding and generation 
abilities that cannot be measured with existing benchmarks.”

Prompt generation

Absolute evaluation

Relative evaluation

Inter-annotator agreement

Benchmarking

Text-only tasks

Image-To-Text tasks

Evaluation
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Human Generated Prompts for Evaluation

Generate diverse and 
natural prompts from 
human annotators.

Evaluate prompts and 
filter out unclear 
prompts and prompts 
that don’t expect 
mixed-modal 
responses.

>> 1048 prompts 

Manually classify 
prompts into 12 
categories.

Informed problem-solving

Responses to imaginative questions

Generating a summary of real events

Note: While not instructed specifically, certain image understanding tasks that require identifying the text in an image, such as OCR (Optical 
character recognition) or Infographics (interpreting a given chart or plot), do not appear in our evaluation set of prompts.
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Baseline models: OpenAI GPT-4V & Google Gemini Pro

Responses are text-only despite of mixed-modal prompts

Augmenting GPT-4V and Gemini’s responses with images: 

>> instruct models to generate image captions by prompting:

“If the question requires an image to be generated, then generate an image caption 
instead and enclose the caption in a pair of <caption></caption> tags”

>> use OpenAI DALL-E 3 to generate images conditioned on generated captions 

>> replace the captions in the original responses with generated images

Baseline Models in Human Evaluation

19



Absolute: Judged by three different annotators whether the responses 
fulfills/partially fulfills/does not fulfill the task described in the prompt

Absolute and Relative Evaluation

Note: Gemini+ has a better performance in generating “fulfills+partially fulfills” responses. 
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Relative: presenting responses in anonymous order and asking human annotators 
which responses they prefer.

Absolute and Relative Evaluation

Gemini+ GPT-4V+
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Note: Didn’t outperform GPT-4V+ & Gemini+ by a significant margin.
Raise the question: do we really need interleaved multimodal foundation model instead of using two 
foundation models from each modality?



The task categories that Chameleon performs well: Brainstorming, Comparison and 
Hypothetical

Need to improve: Identification and Reasoning

Don’t see significant difference when comparing mixed-modality and text-only prompt 

Human Evaluation by Task Categories

22



Majority votes from three different annotators

Inter-annotator agreement
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Absolute 
Evaluation

Relative 
Evaluation

Task fulfillment: when 
annotator’s judgment differs 
from the other two’s, the 
decision is usually still close 
(e.g., fulfills vs. partially fulfills) 
rather than opposite (e.g., 
fulfills vs. does not fulfill)



Mistral (Oct 2023): aim to 
improve computation 
efficiency; outperforms 
LLaMa-2 13B across all tested 
benchmark, and LLaMa-1 34B 
in mathematics and code 
generation.

Benchmark Evaluations: Text-only Tasks 
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PIQA [2020]:  benchmarking 
progress in physical 
commonsense understanding
> over 16k multiple choice QA pairs

SIQA [2019]: measure the 
social and emotional 
intelligence of computational 
models 
> over 38k multiple choice QA pairs

Benchmark Datasets: Text-only Tasks 
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Common sense natural language inference 
datasets that are easy for human but 
particularly challenging for machines.

Hellaswag [2019] & WinoGrande [2021]
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Benchmark Datasets: Text-only Tasks 



ARC-Easy & ARC-Challenge [2018]: 7787 science questions, all non-diagram, multiple choice.

OpenBookQA [2018]: 6000 questions centered around 1326 elementary level science facts.
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Benchmark Datasets: Text-only Tasks 



BoolQ [2019]: yes/no questions that 
query for complex, non-factoid 
information and inference.

> over 16k questions

> paired with a paragraph from 
Wikipedia that contain the answer.

28

Benchmark Datasets: Text-only Tasks 



GSM8k [2021]: 8.5k high quality linguistically diverse grade 
school math word problems

solutions primarily involve performing a sequence of 
elementary calculations using basic arithmetic operations 
(+ − ×÷) to reach the final answer.

MATH [2021]: 12.5k problems from high school math 
competitions.
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Benchmark Datasets: Text-only Tasks 



MMLU [2020]: multiple-choice questions from 57 domains 
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Benchmark Datasets: Text-only Tasks 



Common-sense reasoning and reading 
comprehension capabilities (zero-shot)

• Competitive with Llama-2
• Outperform Llama-2 70B on ⅝ 

tasks and on par with Mixtral 
8x7B

Math and world knowledge (maj@1 
unless mentioned)

• maj@N: majority vote after N 
generations

Overall, Chameleon outperforms 
LLaMa-2 with performance 
approaching Mistral 7B/Mixtral 8x7B 
on some tasks.

Benchmark Evaluations: Text-only Tasks 
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Text generation conditioned on an image: 

• Image captioning
• Visual question-answering tasks

Benchmark Evaluations: Image-To-Text Tasks

Fine-tuned on all tasks

Fine-tuned on specific task
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an open-access reproduction of Flamingo 



• Demonstrate the possibility of scaling early-fusion VLM for 

generating interleaved texts and images, not just capable 

of vision language reasoning or understanding tasks

• Early fusion model has a simple design space without 

worrying about modality specific encoders and allows 

seamless integration of information across modalities

• Introduce techniques for stable training of super large 

models (>7B). 

• Perform human evaluation on generated results rather than 

just static scores. 

• Through human evaluation, Chameleon potentially justify 

that a general purpose mixed modality model could 

outperform “two-stage” approaches

Strengths

• Comparing with non-native mixed-modality models in 

experiments does not benchmark the performance of 

Chameleon in a fully convincing way.

• Compared to other papers, such as Flamingo, InternVL, 

etc. the experiments in Chameleon contains fewer tasks 

and datasets (most of the datasets in this paper are 

published by research groups in UW). 

• Code data is used in training but not benchmarked during 

evaluation. Similarly, image only evaluation tasks such as 

object classification are not included.

• The paper writing does not contain much justification or 

reasoning over the design choice

Weaknesses
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