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Problem Statement
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Introduction
Need for user-centric benchmark generation:
(Q1): Which model is best at recognizing different plants?
(Q2): Which types of attributes is model X (say GPT40) bad at recognizing?

Task Me Anything uses procedural generation to generate user-centric benchmarks for
evaluating multimodal language models (MLMS)

(No Al MODELS INVOLVED !!!)

Contributions:
User-centric benchmark generation

Expandable Task space (~ 750M tasks)
Supports fine-grained user query with budget approximation . GrRare



Introduction

Two key components for benchmark generation engines:

Evaluation

Generation

] How do models perform across attribute type?

3D objects
v
o 0.6 model
% 0.4 M instructblip-vicunal3b
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Programmatic Task Generation

Leveraging scene graphs:

CLEVR Dataset ['I:
Three shapes, two sizes, two materials and

{ man

- i - ‘\i
::c ) ( taking H picture)

. .
eight colors, four relations gir
wearing "/_\/ \ (feedlng )—{ elephant }/
Value _ Y Pt
Filter <attr> —p- Objects m

Objects -

Objects me—p- | And Image Credit: Visual genome: Connecting language and vision using crowdsourced dense

—p Objects

objects = FOE image annotations. International journal of computer vision, R. Krishna et al.
' es/no ion:
objects Ecasjtnt > \;un{'ber Image Generation: Sample scene graph, use Blender

Question and Answer Generation:

Q: How many red things are there?

Pick question family, fill in template values (avoid ill-posed /

_ degenerate values with DFS), rejection sampling
“How many <C> <M> things are there?”

! Use pre-defined programs (query object attributes,

| _ _ compare, count)
count(filter color(<C>, filter material(<M>, scene()))) Georai
eorgia
- Gl" Tec:hs.I

[1] Johnson, J., Hariharan, B., Van Der Maaten, L., Fei-Fei, L., Lawrence Zitnick, C. and Girshick, R., 2017. Clevr: A diagnostic dataset for compositional language and elementary
visual reasoning. In Proceedings of the IEEE conference on computer vision and pattern recognition (pp. 2901-2910).



Question Pattern:

PrOg rammatiC TaSk Generati()n What <type> is <Object>, <attribute> or <Attribute>?

. What color is the apple on the white table, red or
Leveraging Scene Graphes: green?

GQA Dataset 1I;
Similar scene graph-based approach to VQA
for more realistic scenes

select: table — filter: white — relate(subject,on):
apple — query: color

Pattern: What|Which <type> [do you think] <is> <dobject>, <attr> or <decoy>?

Program: Select: <dobject> — Choose <type>: <attr>|<decoy> yellow /.
Reference: The food on the red object left of the small girl that is holding a hamburger fries. . 1
Decoy: brown ~ \
4
Y O0h =

is holding a hamburger, yellow or brown?

S
Select: hamburger — Relate: girl,holding — Filter size: small — Relate: object, holding
left — Filter color: red — Relate: food,on — Choose color: yellow | brown

What color is the food on the red object left of the small girl that ‘\ h ‘@/v'
er
all

Graph Normalization Entailment Relations New Metrics

P 3

* Ontology construction ® Pattern Collection * Distribution Balancing ® Functional Programs * Consistency

* Edge Pruning * Compositional References * Type-Based Sampling * Entailment Relations * Validity & Plausibility
* Object Augmentation * Decoy Selection * Deduplication * Recursive Reachability * Distribution
* Global Properties ® Probabilistic Generation * Grounding
: | . e . Georgia
[1] Hudson, D.A. and Manning, C.D., 2019. Gga: A new dataset for real-world visual reasoning and compositional question answering. In Proceedings of 8 Tech.

the IEEE/CVF conference on computer vision and pattern recognition (pp. 6700-6709).



Adaptive Evaluation

Train Set

Validation

Adaptive Testing and Debugging:

« Dynamically update test data (e.g., Dynabench, LatestEval)
« Adaptively identify task groups where the model underperforms

— TEST GENERATION LOOP surfaces a coherent failure mode

TorIC: stop sign

pass
User labels a few

tests as pass/fail.
fail

ToPiC: stop sign

fail

User continues
Loop to mark fails.
repeats.

AdaVision retrieves images

based on an initial topic.

AdaVision retrieves new
images based on both the

topic and previous failures.

Topic can be refined to reflect

the surfaced failure mode.

Toric: stop sign — stop sign covered in snow

DOWNSTREAM GOAL: fix failures via finetuning

TOPIC GENERATION LOOP brainstorms topics to explore

Explored topics Failure rate

Toric: stop sign covered in snow 32%
TorPiC: stop sign with graffiti 10

Toric: Japanese stop sign 3%

(3 AdaVision
conditions on topics
with high failure rates
to suggest topics.

PR

New suggested topics

“Stop sign in pouring rain”
“Stop sign in fog”
“Stop sign with graffiti snowman”

@ User selects most
promising topics to
explore and enters the
test generation loop.

RS-

, CGr
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Approach: Overview

User brings benchmarking
queries

Program Identify relevant
tasks

Generates relevant VQA
Task Instances

Evaluate model on
Scene Graphs &
Generated Images

Expandable processes

User Queries Universe of Tasks Task Instances

' Y Whatis the object in the top
.= left part of the image?
Q: Which model is best at v e
recognizing plants? %

_ What is the object that is the
closest to the crown?

Q: Which model is best at
understanding spatial relations? -
¢ What s the largest object in

the image?

iy

Q: What objects is GPT4o0 bad at

- - ’ 2\
recognizing when they rotate? LipolelifoteTidhbols

w What is the material of the
brown and long object that
the blue water is near?

Q: What types of attributes is
GPT4o bad at recognizing?

What is the shape of the

/ the white plate?

Task Generation

Detailed Prompt

Based on the <image/video>, output the best option for the question.
You must only output the option.

Question: <question>

Options: (A) <option a> (B) <option b> (C) <option ¢c> (D) <option d>
Best option:(

<question>

I~ What is the color of the hanging
& and plastic object that the wood A.red B.bronze

chocolate object that is on A triangular
C. rectangular D. round

Select from the following choices.
(A) <option a> (B) <option b> (C) <option c> (D) <option d>

Evaluation Results and Answers

A. broccoli B. pepper 68.42
C.vase D. tomato

‘>)- 44.23

o

3

8
A. wheel B.rose <

C. lettuce D. book

0% 5o T8 eV, ga%R L 18 ot
\“s““c\a\\\‘:\s“ucﬁ wa\,a\la'x‘L\,a“a'éw e\‘\'\“‘
Model
A.clock B.box
C. lettuce D.rose A: Qwen-VL-Chat
>
C. white D. yellow %)
o
3
o
Q
g Average=74% 3
>
A. steel B. wood s .
C. diamond D. plastic D
o

P s\a‘e\ev»\““?\ a\e‘\a\\ac\-\q\w mgod

Attribute Type

B. pointed

Rons A: color, size, shape, state
and texture

Model Evaluation

Succinct Prompt

Gr Georgia
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ApproaCh: Tel'min0|Ogy Task generator (program):

Example : 1. Uses the benchmarking query (input) to

. Source Data: Images, scenes enumerate all relevant task plans (table)

attributes

Finds relevant tasks (questions + mc)

* Query: What model is best at

counting red Telephones? 3. Generates task instances (Images) for VQA

Step 1: enumerate task plans Step 2: generate task instances Taxonomy: Task Space / Assets
|
g o T | || Task Generator: program
' Task Type  Category Attribute oun' ;'A‘&;NTJ
j " e Question : How many red telephone are there?

-

Task Plans: meta data

,,,,,,, Jtowmang | Toaphons §_ Color B0, oo T -4 s —_— T
oy Teleph Teleph : How many | Telephone Color Red : E%,’;"J!i Arswer 52
Color Red Black | el i R ) T e
| J Q How many | Telephone | Color Red !
How many | Telephone Color Black

How many | Telephone Color Black

°

. Task : The question + MC

Question : How many red telephone are there?
é P choices 123,14
e Answer :2

Howmany | Telephone Color Black

How many | Telephone Color Black "\‘
: ! \ Question : How many red telephone are there?
1R, Choices :1,3,2,4 & Georgia
2 3 nswer :
i 12 Tech.

alw|nv|=a|alw]|n

Task Instance: VQA + Image




Approach: Generating Tasks

Real images used with

s Generate
Real / Synthetic I

Attr. value Beige Leather

v

Category .7 Office Chair Office Chair

Images/videos programmatically rendered using Blender / image renderer

OR
pre-annotated scene graph

Questions programmatically generated from templates + taxonomy/attributes

False but plausible answers generated using Adversarial Filtering (LLM, but no image input)

! What-attribute-rotate Q What-attribute-rotate
% Task Generator A Task Instances
1. Traverse Taxonomy W
k‘ ol
x ¥y ® o ¥
I
h l IrHI Q: What is the color of the rotating
object in the video?
A.red B.beige C.pink D. green
2. Apply Template
Q:What is the of the Q: What is the material of the rotating

object in the video?
A.leather B. wood C. metal D. gold

rotating object in the video? )
A: {attr_value} Georgia

Tech.
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Approach: Scene Types

Skills =% Q

Il counting ' VisualInput 1: ~ Visual Input 2
: 2D Sticker 3D Tabletop
B spatial Image Scene

H relation 7 @ :

B attribute

Task Generator Number of Tasks Task Generator Number of Tasks Task Generator Number of Tasks
M 3D attribute how many B 32487 howmany [l 32487 what size Wl 10688
W object what B 58689137 what B 58689137 whatattributesize Il 15,968 :
. t tt I m where size B s5a164,744 \ Task Generator Number of Tasks
emp. atir where 58,689,137 where 58,689,137 A
P what distance BB 58657144 whatobject [l 25173
B action whatattribute [l 47,541,884 whatattribute [ll 47,541,884 what attribute distance [l ll 47,515,936 whatattribute Jl] 20,546
where attribute [0 [l 47,541,884 where attribute [ [Jl] 47,541,884 where distance B 58657144 whatrelation [l 23,241
Total 68,960
|mage QA Total 212,494,529 Total 431,525,153
Video QA AT T AT R AT SR T SR T BTN AT ST ST RN T ST
8 @ & (Y2 f § 8 &8 W28 ¢ a? 28

Ol
at‘;:;,"@;yrst;%';yzau

Task Generator Number of Tasks
what rotate video [ | | 39,376 \ Task Generator Number of Tasks
'~ Visual Input4: what attribute rotate video [JiI [l 31,936 ~ Visual Input 5 what object video [l 428,342
3D Tabletop - ‘Scene Graph what relation video 428,342
Stenc where rotate video B 108,329,488 | with Real Video fon [] )
what move video 1 78,752 ' ’ what action video [l 335,386
what attribute move video [Jij [l 63,872 Total 1192,070
where move video B 78,752
Total 108,622,176

Gr Georgia
14 Tech.



Approach: Task Space

» 133k Images, 10k videos, 2k 3D objects

» 365 Object Categories

« 655 Attributes (color, texture, size)

« 335 Relationships (spatial, modeled within scene graphs)

« 28 Task Generators (how many, what color)

5 Types of Visual Input (2D tabletop, 3D, video)

« 750M possible image/video question-answering pairs

« Much larger than comparable datasets: GQA(22M), (CLEVR 100k)
« Can be specialized for specific tasks

Gr Georgia
15 Tech.



Approach: Query Types

Find Top-5 objects that GPT-40 is worst at recognizing when rotating

Threshold

Identify colors that GPT-40 recognizes with less than
30% average accuracy

Model Compare

Compare with LLaVA-Next to determine which objects
GPT-4o0 performs better at recognizing

Identify tasks for which InstructBLIP performs significantly worse than
its average performance

* Querys are not open
language.

 Must be written 'SQL'

style language using
the set of attributes,

query types,
relationships, etc.

16Gr
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Approach: Query Execution / Cost Optimization

- Random Sampling:
Randomly selects a subset of
task instances to evaluate
MLMs.

- Fitting: Trains regressor to
predict MLM performance
based on past samples and
task metadata.

- Active Learning: Iteratively
refines the regressor by
sampling most uncertain task
instances for improved
predictions.

The color attributes on which the minimum performances of models M1, M2
averaged over tasks within the group is larger than 0.5

Task plan table
D o D Value M1 M2
0 | Howmany | Telephone Color Red 1 0 Red 07 06
1 | How many | Telephone Color Red 2 1 Red 0.7 0.8
2 | Howmany | Telephone Color Red 3 2 Red 0.6 06
Filter 3 | Howmany | Telephone | Color Red 4 Gen &Eval 3| Red 06 05 Aggregate Red m Select
> ny » P — { m }

4 | How many | Telephone Color Black 1 4 Black 0.5 03 e Black m o
o 5 | Howmany | Telephone Color Black 2 5 Black 0.4 0.5
6 | How many | Telephone Color Black 3 8 Black 07 04
7 | How many | Telephone Color Black 4 7 Black 0.5 0.6

?’?2 Evaluation on a computation budget Task Me Anything
- N

Q1: Which open-source model is the best at

recognizing attributes of rotating objects?

Q2: What are the 3 colors of rotating chairs
that GPT4o is the best at recognizing?

OO 00 ¢
oo Op
O\ 0Op

What-attribute-rotate Tasks

J

Evaluate on All

Al: Video-
LLaVA-7B
Evaluate on All
A2:red,
Approximate black, green

'I7Gr
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Approach: Output/Contributions

« TASK-ME-ANYTHING: Task Generator process/code itself. Expandable with new
datasets/features and can be used to generate new, custom benchmarks

 TASK-ME-ANYTHING-RANDOM: 100 random tasks, 5700 ImageQA and 2700 VideoQA
instances. Evaluated 18 MLMs with detailed and succinct prompts

- TASK-ME-ANYTHING-DB: Over 100K tasks generating 1M+ instances. 13 MLMs evaluated
across 24.24 million evaluation pairs. Results aid in model performance prediction

- TASK-ME-ANYTHING-UI: Graphical interface with tabs for model performance, task
embedding visualization, performance anomalies, and detailed query investigations

Gr Georgia
18 Tech.



Experiments and Results
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Experiments and Results: Overview

Pipeline for automatic

Benchmarking of previous work!

benchmark generation paper

- ItE)\l(aIuation of 18 different VLMs across 8400 tasks instances made
public

109 random tasks
ased on theI <imaga!v|ildeo>,_uutput the best option for the question. . 3 |nStan CeS eaCh
e mFSt'Dnyo:ttig::t o option- ;gll:ae:;h?c?n: the following choices.

Bz)izz:"i::iéi::ption a> (B) <option b> (C) <option c> (D) <option d> (A) <o|:tion a> (fB) <option b> (C) <option c> (D) <option d> 100k random taS kS
15 instances each
1) Proposed benchmark: random subset of 2700 (IQA)/57 A

tasks instances (TMA-Random)
2) Open source VLMs (13): over 1M tasks instances (TMA-DB)
3) Ul to explore TMA-DB with different queries (TMA-UI)

o0 =x

Gr Georgia
20 Tech.



/% Spaces ®zixianma TaskMeAnything-UI © Clike & Running # App I Files & Community

Welcome to TaskMeAnything-Ul!

b lal Overview # Embedading ? Query @ Surprisingness

4l Visualize the overall task distribution and model performance

scenario task space of the following task generator
© imageqa-2d-sticker imageqa-3d-tabletop imagega-scene-graph videoga-3d-tabletop videoga-scene-graph 2d-what-attribute -
Overall task metadata distribution
task metadata
attribute type -
& Plot attribute type
@ color
@ materisl
@ shape

Plot

Models' overall performance by task metadata

model aggregate models' accuracy by

qwenvi-chat quenvl llaval5-7h llava15-13b instructblip-vicuna13b instructblip-vicuna7b

© mean median min max
task metadata Optional: second task metadata
atribute type - -

& Plot How do models perform across attribute type?

e

] 0.8 model

506 o instructblip-vicuna13b

n.a 0.4 W instructblip-vicuna7b

S 0.2 W llava15-13b

50 " llaval5-7b

g (I e

color material shape qwenvl-chat
attribute type

Plot

22



Q1: How do models perform over a random subset of all
possible questions?

ImageQA VideoQA

Bl Detailed prompt

20 4 Bl Detailed promg
- v, > 50 | B Succinct prompt
L 60 1 @]
O 0
3 501 S 40
g g
o 40 1 T 30 -
§1 307 .§, 20
E 201 E
Z 101 <10
0.
NS
5
O
<
xS
\,\\‘9

Each model might present
different prompt sensitivity

Detailed Prc _, :t Prompt

Based on the <image/video>, output the best option for the question.
You must only output the option. <question>

Question: <question> Select from the following choices. G eorgia
Options: (A) <option a> (B) <option b> (C) <option c> (D) <option d> (A) <option a> (B) <option b> (C) <option c> (D) <option d>
Best option:( 23 Te Ch .



Q2: What is the best

Different models have

different expertise

Container

Electrical appliance

Clothes

Electronic product

Food

Furniture

Plant

(a) Object

80

Animal

Vehicle

MLM for each speci
High-level skills

Relation

Spatial

80

Attribute Counting

Qwen-VL
—— QwenVL-Chat
Llava-1.5-78
-— LlLava-1.5-13B
InstructBlip-78
—— InstructBlip-13B

3D attribute Object

(a) ImageQA

Fine-grained

fic skill? (IQA

Materlal
Gender
Interactiona
Maood
Color
Orientation 80
Activity ~ Emaotianal
Other
Texture Qwen-VL
—— Qwen-VL-Chat

Shape LLava-1.5-7B

State Spatial — LLava-1.5-138

Size

{b) Attribute (c) Relation

—— InstructBlip-138

InstructBlip-78

Georgia
Tech.
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Q3: What is the best MLM for each specific skill? (VQA
High-level skills

Attribute

Object

Relation

Video LLama2 7B
—— Video-LLama2-13B
Chat-UniVi-78

expertise per model mporml iy T Viteo-chatceT

—— VideoChat2-78
Video-LLava-7B

In VQA, bigger difference in

Action
(b) VideoQA

Fine-grained

Container
Electrical appliance Material 58.99 o
Clothes
Electronic product 80 37.73 36.19
40 .
25.45 27.37
Animal Color -
Food \/ Video-LLama2-78
—— Video-LLama2-13B
Vehicle Chat-Univi-78 S B 2 = oy - ° B o e o
—— Chat-UniVi-13B 32‘{ \I\'1 A3 -1 A i A S\=] 430 A A i
WY P A7) ol 2320 v P el N
I Sh Video-ChatGPT.78 ar aﬁ\a \,\)“‘ o aif el AL art G \)‘\ Nt o e oot e
Furniture ol o —— VideoChat2 78 \|'\de°'\’ ¢e°’\'\' el \J@eo'c'“ RO jge” \l-\ae(’"'\’ deo'\-\’a G“a\ \l ae 20 O (18RO e
ant Video-LLava-78 al
(a) Object (b) Attribute (a) Spatial (b) Interactional

Gr Georgia
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Q4: How does the best open-source model compare against
the best proprietary model across skills? ®

opensource E

, Attribut
Relation Spatial ribute

Attribute Counting

Relation

—— Qpen-source

—— Proprietary
3D attribute Object

Temporal attribute

{a) ImageQA (b) VideoQA

Open and closed source

models are overall G _
" eorgia
competitive o Gr Tech




Q5: How do small models compare against large models?

ImageQA

model

M large models
m small models

accuracy

3D attribute Attribute Counting Relation Spatial

ImageQA: the larger the

better (overall) i
VideoQA: the other way VldeOQA

around (!
30
: - l . .

Action Attribute Object Relation Temporal attribute

Gr Georgia
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Q6: Are models’ strengths and weaknesses consistent across
visual inputs?

object (image) object (video)
accuracy
0.9

accuracy

videoga-3d-tabletop-| 0.16 026 0.6

imageqa-3d-tabletop- 0.26 0.26 0.34 0.40 0.43 0.44

scenario

videoga-scene-graph| 026 041

imageqa-2d-sticker

-]
@
c
@
o
@

130 113 ‘213 T8 aTB 438 0.2
ideot 3"&:% ChAGEoAL v\deOC“act\a\ e B UV
imageqga-scene-graph Woms
mode
0y |- SRR AL 1% nal . 128 0.3 counting (image)
@I quel a lQ?N et accuracy
- © imageqa-2d-sticker-| 0.27 0.27 0.30
Overall, models understand : ke
Q. K
-3d- 4 028 0.29
scene-graph better than 3D % Imagaqa-ad-tahlatop a3
tabletop/sticker template attribute (ima o T8 T8, crel, 138 0.3
ge) \ NP~ oV _15 Lo g
accuracy nsru® \VS“UC\B Qwe \"“"a quenV'yavad
imageqga-2d-sticker 0.7 model
2 spatial (image)
8 . accuracy
s imageqa-3d-tabletop © imageqa-3d-tabletop-{ 0.26 0.27 0.27 0.30 0.32 0.6
3 a
n
c
3 @
imageqga-scene-graph $® imagega-2d-sticker{ 026 026 032
438 WL g8 cnal ¢ 138 0.3 438 0T8N cnal 678 138 0.3
\nsw"‘e“p uc‘e“p QN \ava lQ*Ne“'v\'\,\.a"aA's \ns““c‘e'\“\)ns\‘“"“e\‘p 9 Q“" s E\_a‘l ?’a\,alf’
model model

Gr Georgia
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Q7: What is today’s popular proprietary model (GPT40) bad at?

(Q1) What relations are GPT40
bad at understanding?

Accuracy
e o 9 9
N - (-] [--]

o
o

Accuracy
=] o =] -}
~N » o @

=3
o

Spatial relations are

—— Average: 0.73

interactional spatial
ImageQA
SG what relation

—— Average: 0.76 T4

spa‘[lal intera étlonal
VideoQA
SG what relation

o2
@

Accuracy
[
B

o
Y]

a
o

Accuracy
s o o2 g
~ s [-J o

1=
o

when rotating/moving?

(Q2) What objects are GPT4o0 bad at recognizing

—— Average: 0.51

food furniture

pla‘m clothes
VideoQA
3D what rotate

animal

vehicle

—— Average: 0.45

fumiture  dothes

food plant
VideoQA
3D what move

vehicle

T
animal

—— Average: 0.74

color size shape

—— Average: 0.70

color shape material
ImageQA
2D what attribute

state texture

ImageQA

material activity mood

SG what attribute

Accuracy

o
M

[———— Average: 0.67 =

=
@

o
=

=3
o

color matc‘arlal sha‘pe
ImageQA
3D what attribute

(Q3) What attribute of objects are GPT40 bad at recognizing?

N Models "expect" certain s Size of color dictionary ki
harder to maintain as |z : POT—— . . . 2167
: ¥ temporal behaviors for mlsasstleem S significantly larger 1933
objects/camera angle : . rniture, 2 :
different objects permmsm—— than mood dictionary 51.05
changes s ey

g by, carrying, abo -16.66

ImageQA 2D what attribute  purple, brown, red, gray, beige -5.33
what attributes are GPT40 bad at recognizing? ImageQA 3D what attribute  stone, rubber, textile, leather, plastic -10.67
ImageQA SG what attribute  crooked, power, lower, steep, glowing -45.45

29
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Limitations and Societal Implications

» Generated tasks can be unrealistic and biased: might not capture the nuances of
real-world scenarios

 Designing task space is challenging: identifying the relevant attributes for each
task type might require domain knowledge

- Adding new task generators requires technical expertise

* Inaccuracies in Query results: Efficient query results approximation within certain
budgets might sometimes yield inaccurate results, especially when the budget
limits are constrained

Gr Georgia
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Limitations and Societal Implications

« Misuse for malicious benchmarks: create adversarial examples to trick or expose
vulnerabilities in Al systems.

 Reinforcing biases and discrimination: if task generators are not carefully
designed, they could perpetuate biases in source data

 Overreliance on synthetic tasks: might create a false sense of progress and hinder
the development of Al models that effectively address real-world challenges.

- Data contamination: Models might learn to exploit patterns in synthetic data and
fail to generalize to real-world scenarios.

» Access and fairness: Requires technical expertise to create new task generators

Gr Georgia
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Summary of Strengths and Weaknesses

 Strengths: « Weaknesses:

* Provide a systematic approach for « Synthetically generated data might not
evaluating different MLMs for user- capture the nuances of real-world
specific task requirements. scenarios.

« Enable users to provide fine-grained  MLMs might learn to exploit specific
queries (e.g., top-k, threshold% for task patterns in synthetic data (especially
generation. when trained at scale) and may not

generalize well for practical applications.

« Provide a database with different open-
source and proprietary MLMs evaluated * Inaccuracies in estimating model
on several benchmarks. performance for different queries under
constrained budget.

« Enable users to evaluate different MLMs
on fixed computational budget using
approaches such as fitting and active
learning.

Gr Georgia
33 Tech.
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