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Zsolt Kira
zkira@gatech.edu  
Associate Professor
School of Interactive Computing

• Joined as Assistant Professor in 2018

• Research Interests: Intersection of deep learning and robotics, focusing on robustness and decision-
making in an open world. 

• Group

– Also a number of M.S. students per year

• Teaching:

– CS 8803-VLM Vision-Language Foundation Models (Fall), CS 7643 Deep Learning (Spring)

mailto:zkira@gatech.edu


Zsolt Kira
zkira@gatech.edu  
Associate Professor
School of Interactive Computing
Georgia Institute of Technology

Research Interests: Intersection of deep learning and robotics, focusing on 
robustness and decision-making in an open world

Robust Open-World Learning
• Past: Semi and self-supervised, 

few-shot, continual learning
• Open-world learning and Vision-

Language Models
• Robust fine-tuning of VMs/VLMs

Scaling up Robotics 
• Better simulation w/ NeRFs/3D
• Self-supervised and pre-training
• Combinations with large language 

and multi-modal models
• Long-Context Models

• Vision-Language Action Models

How can perception deal with changing 
environments and the open world?

How can we scale robotics in DL era?

Planning & Reasoning
• VLMs for reasoning/planning
• Grounding

How can we use VLMs for Learning, 
Planning, and Reasoning Agents

mailto:zkira@gatech.edu


Agenda for Today

• What are Vision-Language & Multi-Modal Models?

• Why, and why now?

• Logistics

• Q&A



Slide by Douwe Kiela 



Slide by Douwe Kiela 



ChatGPT / Foundation Models  / … buzzwords?

(C) D. Batra, Z. Kira, D. Xu 7



Homogenization of Deep Learning
Homogenization is the consolidation of methodologies for building machine learning systems across a 
wide range of applications.

• Enabled by modular, plug-n-play nature of neural networks and training

• Consequence: Multi-modal, unified architectures, unified tasks (next-token prediction)

(C) D. Batra, Z. Kira, D. Xu 8

Example: The Transformer Models (Vaswani et al., 2017)



Emergence of new behaviors
Emergence means that the behavior of a system is implicitly induced rather than explicitly constructed. 
For Deep Learning, emergence is often induced by larger model & more data.

9

Example: Compared to GPT-2’s 1.5B parameter parameter model, 
GPT-3’s 175-billion model permits “prompting” and “in-context 
learning”, i.e., adapting to a new task simply by describing task.

Example input (prompt):
Ask it to translate French to English

Bommasani et al., On the Opportunities and Risks of Foundation Models



VLMs: Considerations

What should the 
interface be?

?

Language Model

Features Space 
(Encoder)

Decoder

How/what should we train?

Using what data?

What tasks can we do?



Image Representations
Slide by Vicente Ordóñez 

Potential ways of representing an image?

• Image encoder

• Any architecture: ResNet, Vision transformer 

(ViT)

• Randomly initialized, SL/SSL pre-trained



CLIP: Learning More Aligned Represenations

Radford et al., Learning Transferable Visual Models From Natural Language Supervision

Single image
Encoder 
(ResNet, ViT)

Downside? Coarse-grained. 
Has to represent 
(somewhere) notion of 
objects, relationships, 
locations, etc.)

Method of alignment: Contrastive Learning



Open-Vocabulary Detection

Minderer et al., Simple Open-Vocabulary Object Detection with Vision Transformers
Minderer et al., Scaling Open-Vocabulary Object Detection



Flamingo
Slide by Chunyuan Li



BLIP

Li et al., BLIP: Bootstrapping Language-Image Pre-training for Unified Vision-Language Understanding and Generation



BLIP-2
Slide by Chunyuan Li



GPT4-V Gap
Slide by Chunyuan Li



Data – Using Captions

Downside?

Slide by Chunyuan Li



Tasks

VLP: A Survey on Vision-Language Pre-training, https://arxiv.org/pdf/2202.09061 

https://arxiv.org/pdf/2202.09061


Motivation: Vision-Language Models

Yang et al., MM-ReAct MM-ReAct: Prompting ChatGPT for Multimodal Reasoning and Action 



Conditional Diffusion Models

Conditional 
Diffusion

An astronaut riding 
a horse in a 
photorealistic style

Simple idea: just condition the model on some text labels 𝑦! 
𝜖𝜃 𝑥𝑡, 𝑦, 𝑡



Latent-space Diffusion

Esser and Rombach et al., 2021

Problem: Hard to learn diffusion process on high-resolution images

Solution: learn a low-dimensional latent space using a transformer-based 
autoencoder and do diffusion on the latent space!

The latent space autoencoder



https://research.nvidia.com/labs/toronto-ai/VideoLDM/o-video/

Videos!



Other Modalities

Yang et al., Binding Touch to Everything: Learning Unified Multimodal Tactile Representations, CVPR 2024 



Important Concepts / Considerations

• Fusion: Early, mid, late

• Pre-training? Instruction tuning? RLHF?

• Data Generation

• Training Objectives

• Alignment between modalities

• Grounding

• Discriminative / Generative

• Promptable/steerable models?

• Applications

• Zero-shot/open-vocabulary perception

• Multi-Modal Tasks

• Captioning, Vision-Question Answering

• Decision-Making (Web GUI Agents, Embodied AI, etc.)

• What are we improving? How does it come about?



Vision-Language Explosion (2023)

Slide by  Chunyuan Li



Learning Objectives

• Understand the architectural, training, dataset, and 

evaluation aspects of multi-modal models. 

• Be able to compare & contrast

• Have a holistic picture of the space

• Develop skills to read papers, identify gaps/limitations, 

create novel methods, and rigorously evaluation them. 

• Develop skills for presenting research results.



Logistics



Delivery Format

•  This will be a participation-driven course 

• In-person attendance will be mandatory! 

• No remote option, no recordings except for accommodations

• Don’t come in sick please!!!



Recommended Background

• It’s all deep learning – We expect some deep learning background!

• CS 7643 (Deep Learning) or similar

• More specifically, it’s all (well, mostly) Transformers

• Guest Lecture from CS7643 Deep Learning on Transformers

• Justin Johnson's notes on Transformers

• CS224n: Natural Language Processing with Deep Learning

• We do not expect deep experience in all modalities!

Survey:
• Deep Learning class/equivalent? 
• Transformers?
• PyTorch/Tensorflow?
• Vision? Language? Audio? Other?
• ECCV? CVPR? EACL? CHI? ICRA? COLING? ICLR?

• What do you want to get out of the class?

https://mediaspace.gatech.edu/media/Deep%20Learning%20Lectures/1_69hw712u
https://web.eecs.umich.edu/~justincj/teaching/eecs498/WI2022/schedule.html
https://www.youtube.com/watch?v=YAgjfMR9R_M&list=PL5-TkQAfAZFbzxjBHtzdVCWE0Zbhomg7r
https://web.stanford.edu/class/cs224n/


Grading Components

• 15% Class Participation

• 20% Paper Reviews

• 15% Paper Discussion

• 50% Project

• 5% Proposal

• 10% Midterm Presentation

• 15% Final Presentation & Video

• 20% Final Report

Credits: This course was designed with materials and inspiration from great courses such as Learning from 

Limited Labels and Internet Data Science 

https://sites.google.com/view/cs7647fa23
https://sites.google.com/view/cs7647fa23
https://faculty.cc.gatech.edu/~adainotti6/cs8803-ids


(Tentative) Schedule



Paper Reviews

• Template (instructions are in Word 

comments) 

•

1-page review of each paper (except 

if presenter). 

• Due: 11:59 pm ET on the day 

before class. Late reviews will not 

be accepted.

• We will drop your lowest 3 

submissions. 

• Limit reviews to 1-pg using our 

review template

https://gtvault-my.sharepoint.com/:w:/g/personal/zk15_gatech_edu/EcbF7caWH_ZCiCvajWeBWFwBgJw-Taschn_RzxOdaGt6Yw?e=MIzpws


Paper Reviews

• ~1 page total (separated into parts below) 

• Detailed review 
• Brief (~3-4 sentence) summary 
• Main contribution 
• Strengths? Weaknesses? 

• Relationship observed between the papers we are reading 
• Pull out most interesting thought
• View class webpage for details 

• Write in your own words and proof read (this is individual work!) 



Paper Presentation

• Template 

For each paper, two to three students will be responsible for a 45-

minute presentation including: 

• Jointly - set of slides summarizing the paper (problem, methods, 

experiments)

• Each student presenting one focused slide on strengths, 

weaknesses, and (if there is a third student) related papers

• After (or during) the presentation we will have in-depth discussions! In 

addition to the above, you will have to jointly: Come up with five 

questions/points of discussion

• Add any additional resources for students to explore if background is 

needed or they would like to learn more

https://gtvault-my.sharepoint.com/:p:/g/personal/zk15_gatech_edu/EaNaMziKFmZItx2msSxI5EkB21B0vwOpi7US58T9aoQnQA?e=IFN9rq


Paper Presentation

• Submit draft slides the thursday night before week of presentation

• Submit final form the night before class presentation 11:59 pm ET

• Option of a practice presentation during office hours (optional).



Paper Presentation - Schedule

• Note: We will release 

semi-finalized list by 

tomorrow morning

• Papers subject to 

updating, but similar topic 

outline

• Sign up by Friday

Let me know if you may drop the 
course, before signing up. 



Project

• 50% Project

• 5% Proposal

• 10% Midterm Presentation

• 15% Final Presentation & Video

• 20% Final Report

• Goal is to develop a novel approach to a multi-modal problem

• Shooting for publications at top venues highly encouraged! 



Project

• Possibilities
• Design and evaluate a novel approach 
• A novel application, use case 
• Extension of a technique studied in class 
• Be creative! 

• Target is a research paper at a good conference

• Work in teams of 3-4 (varies by enrollment) 

• Sign up for teams by September 6 11:59PM ET 



Project

• Three in-class presentations (class schedule coming tonight) 

• Project proposal [5%] 
• Project update [10%] 
• Final presentation and short video [15%] 
• Final report [20%]



Presentation Tips

• Make sure you are saying everything we need to know to understand you

• Practice presenting and make sure you know what you want to cover 
• Practice is the BIGGEST driver of good presentations 

• Think about your audience 

• Make your talks visual and animated 

• Stick to the time limit! 



Presentation Tips

• Clearly define the problem statement (input, output) 

• Place your work in the context of existing work 

• Lay out a set of claims and the set of experiments you’ll conduct to 
demonstrate your claims and effectiveness of approach
• Did your claims actually get validated by results? 

• Present a timeline 
• Concrete goals for the next update 
• Propose long shot goals 
• Present updates following same plan 
• See class webpage for more details 



Project Implementation

• Use any language / platform / package you like 

• No support for code / implementation issues will be provided — this is not 
a programming assignment! 

• AI Assistants OK for implementation
• But you are the driver of the creativity, novelty, and approach!



Grading Scale

Grade        Percentage Range

A   90% and above

B   80% - 89%

C   70% - 79%

D   60% - 69%

F   Below 60%



Etiquette

1.  Read first, Write later. Read the ENTIRE set of posts/comments before posting.
2.  Avoid language that may come across as strong or offensive. Language can be easily 

misinterpreted.
3.  Follow the language rules of the Internet. Do not write using all capital letters, use 

emoticons to temper. 
4.  Consider the privacy of others. Ask permission prior to giving out a classmate's email 

address or other information.
5. inappropriate material. Do not forward virus warnings, chain letters, jokes, etc. to 

classmates or instructors. The sharing of pornographic material is forbidden.

Be professional, objective, and kind!

NOTE: The instructor reserves the right to remove posts that are not collegial in nature 
and/or do not meet the Online Student Conduct and Etiquette guidelines listed above.



What is the collaboration policy?
• Collaboration

– Encouraged for presentation and project (team members)

– Can also discuss anything with classmates, but reviews must all be written by you!

• Cite all resources, including collaborators, used

– Each student writes their own answers

• AI Assistants:

– Paper Reviews, Presentations, Ed Posts/Discussions: NO! All materials submitted for these deliverables 
must be entirely your own. 

– Project: It is OK to discuss the projects with others (of course including your team) and you are free to 
use whatever online codebases, blogs, resources, and AI coding assistants (e.g. Copilot) if you wish. 
Explicitly acknowledge any and all resources used

• Zero tolerance on plagiarism

– Neither ethical nor in your best interest

– Always credit your sources, Don’t cheat. We will find out. 

(C) D. Batra, Z. Kira, D. Xu 46



How do I get in touch?

• Primary means of communication -- Ed

– No direct emails to Instructor unless private information

– Instructor/TAs can provide answers to everyone on forum

– Class participation credit for answering questions!

– No posting answers. We will monitor.

– Stay respectful and professional 

(C) D. Batra, Z. Kira, D. Xu 47



GT Resources for Mental Health

48



Computing
• Major bottleneck: GPUs

• Options
– Your own / group / advisor’s resources

– PACE-ICE (w/ some H100s)

– Google Colab 
• jupyter-notebook + free GPU instance

– Google Cloud credits
• Tutorial on setting up gloud: https://github.com/cs231n/gcloud 

49

https://github.com/cs231n/gcloud


FAQ

• Can I audit? No  

• Will I get a seat? 

– We can’t expand class size. Waitlist is only hope. 

50



• Read the class website thoroughly 

• Tentative schedule will be up by tonight

• Sign up to lead a discussion by Fri August 23rd 

• Probability of dropping class? Talk to me first. 

• Start thinking about project teams 

51Coming Up



• Have fun!
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