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Align data across all senses

Image -> Audio Audio -> Image Text -> Audio & Image

"Drums"
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Align data across all senses

Audio & Image -> Image Audio -> Image (Generation [1])

[1]. Ramesh, Aditya, et al. "Hierarchical text-conditional image generation 

with clip latents." arXiv preprint arXiv:2204.06125 1.2 (2022): 3.
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But no paired data across all modalities

"A dog"

Text Image Sound

?

Depth

?

…...

?
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Link all modality data via images
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Related Works: CLIP [1] - Image & Text

[1] Radford, Alec, et al. "Learning transferable visual models from natural language supervision." International conference on machine learning. PMLR, 2021.
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Related Works: Mining [2] - Video from seed Images

[2] Nagrani, Arsha, et al. "Learning audio-video modalities from image captions." European Conference on Computer Vision. Cham: Springer Nature Switzerland, 2022.8



Related Works: AudioCLIP [3] - Audio & Image & Text

[3] Guzhov, Andrey, et al. "Audioclip: Extending clip to image, text and audio." ICASSP 2022-2022 IEEE International Conference on Acoustics, Speech and Signal 

Processing (ICASSP). IEEE, 2022.
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Related Works: PointCLIP [4] - PL & Image & Text

[4] Zhang, Renrui, et al. "Pointclip: Point cloud understanding by clip." Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. 2022.10



Related Works: PointCLIP [4] - PL & Image & Text

[4] Zhang, Renrui, et al. "Pointclip: Point cloud understanding by clip." Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. 2022.11



Related Works: Binding Touch [5] - Tactile & Image & Text

[5] Yang, Fengyu, et al. "Binding touch to everything: Learning unified multimodal tactile representations." Proceedings of the IEEE/CVF Conference on Computer Vision 

and Pattern Recognition. 2024.
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Related Works: Summary

To scale up the modality, there were two typical methods:

While in this work, we demonstrate its 

emergent zero-shot generalization across 

various modalities.
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1. Separate encoder for each modality + paired data for all modalities

2.   Only visual-text encoders + project other modality data to visual data



Approach

• The goal is to learn a single joint embedding space for all 
modalities by using images to bind them together.

• I.e. Image as the linkage
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Approach

• Modality encoder

• Where I represents images, M is another modality

• Dataset: (image, text) pairs and (image, modality) pairs
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Approach

• Modality encoder

• Loss design

o InfoNCE loss to compare embeddings

o Tau as temperature to control concentration

o Symmetric loss

o  j denotes negative examples
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Approach

• Image
o Depth and thermal image are treated in the same way, as 1-D image

▪ Convert depth into disparity maps for scale invariance.

• OmniMAE: Single Model Masked Pretraining on Images and Videos.

• An image is worth 16x16 words: Transformers for image recognition at scale
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Approach

• Videos
o How to address the temporal relations?

▪ Use 2 frame video clips sampled from 2 seconds

▪ Inflate the patch projection layer (using same encoder as image)
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Approach

• Audio
o Encoding audio and convert a 2 

second audio sampled at 16kHz 
into spectrograms using 128 
mel-spectrogram bins.

o Spectrogram:
▪ X-axis time

▪ Y-axis frequency

o Design choices:
▪ Overlap size

▪ Patch size

▪ ImageNet pretraining

ST: Audio Spectrogram Transformer.
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Approach

• IMU inertial measurement unit

oUsually include accelerometer and gyroscope. 
Measure linear acceleration and angular rate

oX, Y , and Z axes. 5 second clips resulting in 2K 
time step IMU readings which are projected 
using a 1D convolution with a kernel size of 8

oAll modality is projected by a linear layer

ST: Audio Spectrogram Transformer.
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Downstream Tasks
• AudioSet<video, audio, text>: Training & Validation. Contains 

2,084,320, 10-second video clips from YouTube, labeled across 
632 audio event classes, covering diverse human, animal, 
musical, and environmental sounds.

• VGGS<audio, text>: Validation. 200k 10-second video clips, 
annotated with 209 sound classes consisting of human actions, 
sound-emitting objectis and human object interactions. 

• Clotho<text, audio>: Features audio clips from Freesound with 
2,893 development and 1,045 test clips, each paired with 5 text 
descriptions, designed for text-to-audio retrieval tasks.

• AudioCaps<text, audio>: Training & Validation. Includes over 
51,000 YouTube audio clips paired with human-written captions, 
intended for text-to-audio retrieval.

• SUN-D<image, depth>:Training & Validation Consists of 10,335 
depth images across 19 scene classes, focused on depth-based 
scene classification.

• LLVIP<image, thermal>: Contains 15,809 thermal images in low-
light conditions. Collected in an outdoor setting using fixed 
cameras observing street scenes. 

• Ego4D <video, IMU>: Offers 3,000 hours of egocentric video 
footage, labeled into 108 scenario classes, with multimodal data 
including IMU readings for scenario classification tasks.
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Training Details

• LLVIP: Crop out pedestrian bounding boxes and random 
background bounding boxes.

- Person: [‘person’, ‘man’, ‘woman’, ‘people’]
   - Background [‘street’, ‘road’, ‘car’, ‘light’, ‘tree’]

• Ego4D: Scenario classification with 108 unique scenario 
labels,Activities such as “cooking a meal,” “gardening 
work outdoors,” “riding a bike,” and “cleaning a room.”
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Emergent Zero-Shot vs Zero-Shot (Audio 
cls.)

• Zero-Shot: Direct paired training – <text, 
audio> 

• Emergent Zero-Shot: No direct paired 
training - <text, image>, <image, audio> 



Training Details

Modality Data Representation Encoder State

Image/video RGB/2-frame clips Pretrained ViT-

H 630M params

Frozen

Text - OpenCLIP 

302M params

Frozen

Audio 2D mel-spectograms ViT-B Updated

Thermal 1-channel Image ViT-S Updated

Depth 1-channel Image ViT-S Updated

IMU 6×T tensor Updated
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Zero-shot Classification

• Random: Performance without learned associations, 
showing baseline results with no alignment between 
modalities.

• Text Paired: paired text data for that modality

• Absolute SOTA: Uses additional supervision, model 
ensembles
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• Strong performance on non-visual 
modalities such as audio and IMU

• Overall, IMAGEBIND shows strong 
emergent zero-shot performance.



Comparison to prior work

• IMAGEBIND outperforms AVFIC on audio-text 
retrieval tasks, achieving double the performance 
on the Clotho dataset 

• Matches performance with AudioCLIP’s on ESC

• IMAGEBIND performs strongly in audio-only 
retrieval

• Combining audio and video modalities further 
improves retrieval accuracy.

25



Few-shot classification
• Setup: Evaluated on ESC (audio) and SUN (depth) datasets, using k-shot samples 

per class where  k ={1, 2, 4, 8} .

• Training Approach: Encoder parameters were frozen; a linear classifier was trained 
for few-shot learning.

• Audio:

 • Comparison Model: AudioMAE (self-supervised and supervised) with ViT- B 
audio encoder for learning audio features.

 • Performance: ImageBind outperforms AudioMAE on audio feature learning.

 • Training Details: ESC dataset using AdamW optimizer (learning rate = 1.6 × 
10⁻³, weight decay =0.05) for 50 epochs.

• Depth:

 • Comparison Model: MultiMAE with ViT-B/16 encoder for depth feature 
learning.

 • Performance: ImageBind outperforms MultiMAE on depth features.

 • Training Details: SUN dataset using AdamW optimizer (learning rate = 10⁻², no 
weight decay) for 60 epochs.
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Ablation Study – Scaling the Image Encoder

• Experiments with different image 
encoder sizes (ViT-B, ViT-L, ViT-H) to 
see the effect on performance.

• Focus on image representation impact, 
other modality encoders (e.g., depth, 
audio) are kept at a fixed size.

• Larger image encoders lead to better 
emergent zero-shot accuracy
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Applications of Emergent Capabilities
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Without re-training, we can ‘upgrade’ existing vision models 

that use CLIP embeddings to use IMAGEBIND embeddings 

from other modalities such as audio.

• Multimodal embedding space arithmetic: add together 

image and audio embeddings and retrieve the new image 

• Upgrading text-based detectors to audio-based: replace 

CLIP-based ‘class’ (text) embeddings with IMAGEBIND’s 

audio embeddings.

• Upgrading text-based diffusion models to audio-based: 

replace prompt embeddings by ImageBind's embeddings



Training details

3-channel Accelerometer and Gyroscope recording, 

matches the text query.29



Ablation Study – Training Loss and Architecture

a. Fixed Temperature: Fixed temperature in 
contrastive loss outperforms a learnable one across 
modalities.

b. Projection Head: Linear projection head is better 
than MLP for depth and audio embeddings.

c. Training Duration: Longer training boosts zero-shot 
classification for all modalities.

d. Image Augmentation: Strong augmentation aids 
depth classification; Basic augmentation helps 
audio.

e.f.  Spatial Alignment: Aligned image and depth crops 
improve performance; RandErase [1] is crucial for depth.

g.h. Temporal Alignment: Aligned audio and video 
enhance performance; frequency augmentation slightly 
helps audio.

[1]. Zhong, Zhun, et al. "Random erasing data augmentation." Proceedings of the AAAI conference on artificial intelligence. Vol. 34. No. 07. 2020.
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Ablation Study – Training Loss and Architecture

• Capacity of the audio and depth encoders: A 
smaller Depth encoder improves performance 
presumably because of the relatively small size of 
the dataset.

• Effect of batch size: batch size can vary across 
modalities depending on the size of pretraining 
datasets.

• ImageBind to evaluate Pretrained Vision Model:

o We use image-paired data to align and train 
text, audio, and depth encoders

o DINO model is better at emergent zero-shot 
classification on both depth and audio 
modalities.
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Summary of Strengths, Weaknesses

Strength:

• Multimodal Alignment

• Emergent zero-shot capabilities

• Upgrade existing models without 
additional training

Weakness:

• Limited benchmark

• Underperform task-
specific model 

Further Work:

• Enrich Image Alignment Loss: 
using other alignment data.

• Task-Specific Training: Implement 
training on targeted downstream tasks, 
like object detection. 

• New Evaluation Benchmarks: better 
assess emergent zero-shot and cross-
modal capabilities.
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Zero-shot Capabilities of Binding Touch [5] 

[5] Yang, Fengyu, et al. "Binding touch to everything: Learning unified multimodal tactile representations." Proceedings of the IEEE/CVF Conference on Computer Vision 

and Pattern Recognition. 2024.
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Sensor Token of Binding Touch [5] 

[5] Yang, Fengyu, et al. "Binding touch to everything: Learning unified multimodal tactile representations." Proceedings of the IEEE/CVF Conference on Computer Vision 

and Pattern Recognition. 2024.
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In-batch Data Sampling of Binding Touch [5] 

[5] Yang, Fengyu, et al. "Binding touch to everything: Learning unified multimodal tactile representations." Proceedings of the IEEE/CVF Conference on Computer Vision 

and Pattern Recognition. 2024.
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