
Machine Learning Applications

CS 8803-VLM
ZSOLT KIRA

Topics:

• VLM Datasets and Evaluations

• How to Read a Paper



• Reminders: 
• Submit reviews night before each session (11:59pm)

• Grades released for Review 1, soon Review 2

• Participation is part of the grade! 
• Please post on Ed and make it lively! 

• Ask questions and comment during discussions 

• Projects:
• Sign up on sheet for teams by 09/10!

 

Administrative



• Cross-modality improvements

• Enables/required for variety of tasks and capabilities!

Deep Learning
Slide by Douwe Kiela 



Open-Vocabulary Classification & Detection

• Language is a universal way to describe what we 
want

– Unlike coding, no training (of humans) required

• Improve generalization of vision-based scene 
understanding via language

– Last time: Open-vocabulary classification & detection

– Leverage fixed (but larger!) vocabulary for image tasksDeep Learning
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(Generalized) Referring Expression
– Ideal: Describe anything and have it be detected!

• “Blue truck with a dog in the back”

– (Generalized) Referring Expression

Deep Learning
Liu et al., GRES: Generalized Referring Expression Segmentation
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Image Captioning
– Image Captioning an early vision-language task

– Captions can vary in detail/how fine-grained it is

Image Text

Krishna et al., Visual Genome: Connecting Language and Vision Using Crowdsourced Dense Image Annotations
Ranjay



Image Captioning – Datasets 

Ghandi et al., Deep Learning Approaches on Image Captioning: A Review 



Image Captioning – Metrics 
–  BLEU (popular metric used to quantify the quality of machine-generated outputs) - 

–  ROUGE (evaluates text summaries; calculates recall score of generated sentences) - what % of the 
words or n-grams in the reference occur in the generated output?

–  Perpelexity – Confidence of predicting next token

– METEOR (proposed to address the shortcomings of BLEU; introduced semantic matching; score 
computation is based on how well the generated sentences are aligned)

–  CIDEr (recently introduced evaluation metric for image captioning task)
–  MRR
–  BERTScore
–  Human Evaluation! Slide by Emily Park and Mohit Iyyer



Open-Ended Object Detection

• Some new papers attempt 
to combine text generation 
and detection

Deep Learning
Lin et al., Generative Region-Language Pretraining for Open-Ended Object Detection, CVPR 2024
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Image Generation

• Language to condition multi-
modal generation

– Images, videos, audio, etc.

Deep Learning

Prompt: A stylish woman walks down a Tokyo 
street filled with warm glowing neon and 
animated city signage. She wears a black 
leather jacket, a long red dress, and black 
boots, and carries a black purse. She wears 
sunglasses and red lipstick. She walks 
confidently and casually. The street is damp 
and reflective, creating a mirror effect of the 
colorful lights. Many pedestrians walk about.

https://openai.com/index/sora/

ImageText



Datasets

• Typically various pre-training and finetuning datasets

• Evaluation done either zero-shot/finetuned on validation sets

Zhang et al., Vision-Language Models for Vision Tasks: A Survey



Pre-training Vision & Language Datasets

Zhang et al., Vision-Language Models for Vision Tasks: A Survey



Fine-tuning/Evaluation Vision Datasets

• Often have variants, 
e.g. Ref/gRefCOCO

Zhang et al., Vision-Language Models for Vision Tasks: A Survey



What Does “Understanding” Mean?

• Various ways to investigate:

– Classification, detection, generation

– Visual Question-answering!

– Visualization/interpretability 

Deep Learning
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Deep Learning



VQA v1

• Various ways to investigate:

– Classification, detection, generation

– Visual Question-answering!

– Visualization/interpretability 

Deep Learning
Agrawal et al., VQA: Visual Question Answering, ICCV 2015



Issues

• It turns out that for many 
questions vision is not 
necessary!

– How?

Deep Learning
Goyal et al., Making the V in VQA Matter: Elevating the Role of Image Understanding in Visual Question Answering, CVPR 2017 



VQAv2



Testing Generalization

Agrawal et al., nocaps: novel object captioning at scale 



Out-of-Distribution Variants

• Distribution Shifts to Images
– IV-VQA 
– CV-VQA 

• Distribution Shifts to Questions
– VQA-Rephrasings 
– VQA-LOL

• Distribution Shifts to Answers
– VQA-CP 

• Distribution Shifts to Multi-modalities.
– VQA-GEN 
– VQA-CE
– VQA-VS Adversarial Distribution Shifts

• AdVQA 
• AVQA



Other Forms of Image Understanding
• Lots of applications beyond natural images

– OCR

– Document/Infographic understanding

– Keypoint detection

– Video / Action Recognition

– Cross-image alignment

Deep Learning
Mishra et al., OCRQA

Mathew et al., InfographVQA
Tito et al., DocQA



What Does “Reasoning” Mean?

• Want to leverage image and reason/plan about what is in it

– More complex QA

– Image -> Math reasoning

– Image -> Code

Deep Learning
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Decision-Making

• Want to leverage image and reason/plan about what is in it

– More complex QA

– Image -> Math reasoning

– Image -> Code

– Image -> Action (Vision-Language-Action or VLA models)

Deep Learning

Action

Text

Image



Embodied QA

Source: https://embodiedqa.org/



Combining Everything!

• Many large datasets and evaluations combine all of these 
tasks!

– VQA

– Document understanding

– OCR

– Embodied

– …



MMT-Bench



MMT-Bench



Motivation: Vision-Language Models
Yang et al., MM-ReAct MM-ReAct: Prompting ChatGPT for Multimodal Reasoning and Action 

More Complex Tasks/Datasets



Discussion

• What stands out when looking across this space?

• Some interesting characteristics/caveats
– Bias can exist across question types/answers and modalities 

– Sometimes, it is discovered that datasets can be solved without using vision

– Emphasis on different modalities driven by datasets, architecture, loss, etc.

• Some trends:
– Combination of datasets and evaluation across many of these tasks

Deep Learning



Hong et al., CogVLM2: Visual Language Models for Image and Video Understanding

Example: CogVLM2 Pre-Training Data



Hong et al., CogVLM2: Visual Language Models for Image and Video Understanding

Example: CogVLM2 
Pre-Training Data



Hong et al., CogVLM2: Visual Language Models for Image and Video Understanding

Post-Training



CogVLM2 Results

Hong et al., CogVLM2: Visual Language Models for Image and Video Understanding



VLM Leaderboards!

https://huggingface.co/spaces/opencompass/open_vlm_leaderboard



Vision Arena

https://huggingface.co/spaces/WildVision/vision-arena



Summary

• Large number of tasks and datasets, both for pre-training and 
evaluation!

• Moving towards more “generalist” models
– This gets more difficult to evaluate!

• Specialist models (documents, figures, etc.) can still do better for now
– Leads to a number of questions such as finetuning of generalist models to 

specialize, without losing generalization!

Deep Learning



Reading Research Papers

Slides originally by Judy Hoffman, modified by Zsolt Kira



Where to start?

• How did you read OWLv2?

• What background did you already have?
• Object Detection

• CLIP, etc.

• Open-vocabulary detectors

• When you want to read a new paper
• What do you read at first?

• What questions do you ask yourself?

• What information do you look for?



Abstract Example

•  Open-vocabulary object detection has benefited greatly from pretrained vision-language models, 
but is still limited by the amount of available detection training data. While detection training data 
can be expanded by using Web image-text pairs as weak supervision, this has not been done at 
scales comparable to image-level pretraining. Here, we scale up detection data with self-training, 
which uses an existing detector to generate pseudo-box annotations on image-text pairs. Major 
challenges in scaling self-training are the choice of label space, pseudo-annotation filtering, and 
training efficiency. We present the OWLv2 model and OWL-ST self-training recipe, which address 
these challenges. OWLv2 surpasses the performance of previous state-of-the-art open-vocabulary 
detectors already at comparable training scales (~10M examples). However, with OWL-ST, we 
can scale to over 1B examples, yielding further large improvement: With an L/14 architecture, 
OWL-ST improves AP on LVIS rare classes, for which the model has seen no human box 
annotations, from 31.2% to 44.6% (43% relative improvement). OWL-ST unlocks Web-scale 
training for open-world localization, similar to what has been seen for image classification and 
language modelling. 



Reading Exercise

• What problem does this paper focus on?
• Is this new or already explored? 

• Is this important?

• What key applications this is relevant for?

• What assumptions does this paper make about 
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annotations, from 31.2% to 44.6% (43% relative improvement). OWL-ST unlocks Web-scale 
training for open-world localization, similar to what has been seen for image classification and 
language modelling. 



Reading Exercise

• What problem does this paper focus on?
• Is this new or already explored? 

• Is this important?

• What key applications this is relevant for?

• What assumptions does this paper make? Are these similar to what has been done before? 
Extra restrictive? Less restrictive? 



Reading Exercise

• What problem does this paper focus on?

• What is the key “golden nugget” – intuition, idea, etc. that leads to approach 



Abstract Example

•  Open-vocabulary object detection has benefited greatly from pretrained vision-language models, 
but is still limited by the amount of available detection training data. While detection training data 
can be expanded by using Web image-text pairs as weak supervision, this has not been done at 
scales comparable to image-level pretraining. Here, we scale up detection data with self-training, 
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annotations, from 31.2% to 44.6% (43% relative improvement). OWL-ST unlocks Web-scale 
training for open-world localization, similar to what has been seen for image classification and 
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Reading Exercise

• What approach does this paper take? 



Abstract Example

•  Open-vocabulary object detection has benefited greatly from pretrained vision-language models, 
but is still limited by the amount of available detection training data. While detection training data 
can be expanded by using Web image-text pairs as weak supervision, this has not been done at 
scales comparable to image-level pretraining. Here, we scale up detection data with self-training, 
which uses an existing detector to generate pseudo-box annotations on image-text pairs. Major 
challenges in scaling self-training are the choice of label space, pseudo-annotation filtering, and 
training efficiency. We present the OWLv2 model and OWL-ST self-training recipe, which address 
these challenges. OWLv2 surpasses the performance of previous state-of-the-art open-vocabulary 
detectors already at comparable training scales (~10M examples). However, with OWL-ST, we 
can scale to over 1B examples, yielding further large improvement: With an L/14 architecture, 
OWL-ST improves AP on LVIS rare classes, for which the model has seen no human box 
annotations, from 31.2% to 44.6% (43% relative improvement). OWL-ST unlocks Web-scale 
training for open-world localization, similar to what has been seen for image classification and 
language modelling. 

?



Figure 1

?



Reading Exercise

• What approach does this paper take?
• Abstract -> Intro and/or Figure 1 -> Method Section -> Code

• Not uncommon to have math section --(leap--> Algorithm. Look at algorithm first. 



Reading Exercise

 

• What prior approaches exist to solve this problem?
• Will need to explore related work to answer this

• How does this work validate their approach?



Reading Exercise

 

• How do they validate their approach?
• What data do they use?

• What baselines do they compare against? 



Abstract Example

• Open-vocabulary object detection has benefited greatly from pretrained vision-language models, 
but is still limited by the amount of available detection training data. While detection training data 
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Paper reading advice

• First pass – Key Concepts
• Try to answer the key questions about the paper

• Read abstract / intro / teaser figure / key result table(s)

• Second pass – More Insight / Understanding
• Read approach section in more detail

• Study equations / algorithm boxes / figures

• Look at ablation studies

• Third pass – Think critically
• Did they validate all claims? Are claims significant? How does this paper do things differently 

than what came before?
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