
Machine Learning Applications

CS 4644-DL / 7643-A
ZSOLT KIRA

Topics:

• Vision-Language Models



Admin

• Project due April 26th 11:59pm (grace period April 28th) 

• Fill out CIOS! https://b.gatech.edu/cios   

https://b.gatech.edu/cios


Motivation: Vision-Language Models

Yang et al., MM-ReAct MM-ReAct: Prompting ChatGPT for Multimodal Reasoning and Action 



Overview

• Image+LSTM

• CLIP

• Vilbert

• Flamingo

• BLIP/BLIP-2

• LLaVA

• ImageBind / LanguageBind
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<start> Two people and two horses.
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The Early Days: Neural Image Captioning

• Features:

• Pre-trained 

visual encoder 

(vector)

• Linear projection 

layer to map to 

“captionable” 

space

• Vector serves as 

initial input to 

RNN



VLMs: Considerations

?
How should we encode 
this (representations?)?

How will they be 
learned?



VLMs: Considerations

What should the 
interface be?

?

Language Model

Features Space 
(Encoder)

Decoder

How/what should we train?

Using what data?

What tasks can we do?



Image Representations
Slide by Vicente Ordóñez 

Potential ways of representing an image?

• Image encoder

• Any architecture: ResNet, Vision transformer 

(ViT)

• Randomly initialized, SL/SSL pre-trained



CLIP: Learning More Aligned Represenations

Radford et al., Learning Transferable Visual Models From Natural Language Supervision

Single image
Encoder 
(ResNet, ViT)

Downside? Coarse-grained. 
Has to represent 
(somewhere) notion of 
objects, relationships, 
locations, etc.)

Method of alignment: Contrastive Learning
Data: 400M image-text pairs



Open-Vocabulary Detection

Minderer et al., Simple Open-Vocabulary Object Detection with Vision Transformers
Minderer et al., Scaling Open-Vocabulary Object Detection



Image Representations

Potential ways of representing an image?

• Image encoder

• Randomly initialized, SL/SSL pre-trained

• Alternative: 

• Bounding boxes/segments/regions + features

Semantic Segmentation
(Class distribution per pixel)

Instance Segmentation
(Class distribution per pixel with unique ID)

Object Detection
(List of bounding boxes with class distribution per box)

Downside?



Vilbert

Interaction/Fusion: Cross-AttentionTraining: Masked Prediction + Alignment

Lu et al., ViLBERT: Pretraining Task-Agnostic Visiolinguistic Representations for Vision-and-Language Tasks



Flamingo
Slide by Chunyuan Li



NeurIPS 2021

Why Multi-Modal?
Slide by Vicente Ordóñez 



Training:

Zero to Few-Shot
Slide by Vicente Ordóñez 



Flamingo VLM [4]

• What is Flamingo? 

– It’s a Visual Language Model (VLM) for Few-Shot Learning that 

launched by DeepMind.

• Visual Language Model? 

– Processing images to generate reasonable text.

• What can it do? 

– Applicable to image and video understanding tasks  via simply 

prompting it with a few examples

–  captioning, visual dialogue, classification,  visual question 

answering

[4] Jean-Baptiste Alayrac, Jeff Donahue, Pauline Luc, Antoine Miech, Iain Barr, et al.Flamingo: a Visual Language Model for Few-Shot Learning DeepMind 2022

Slide by Azade Farshad and Mei Sun



• Three challenges for training with image/video and text.

• Supporting both images and videos

–  Images /videos: 2D structure with high dimensionality. 

– Text: 1D sequence

– Sol.: Introduce Perceiver Resample module.

• The interaction with image/video and text

– keep the pretrained model’s language understanding and generation capabilities fully intact

– Sol.: Interleave cross-attention layers with frozen self-attention. gating mechanism.

• Obtaining multimodal dataset to induce good generalist capabilities

– Dataset with weak matching problem

– Sol.: combine dataset with standard strong related paired image/text and video/text datasets

Flamingo VLM

Slide by Azade Farshad and Mei Sun



April 16, 2025

• Model structure - Supporting both images and videos 

Maps a variable size grid of visual features from the Vision 

Encoder to a fixed number of output token (5 in the figure.)

• Using pre-trained ResNet to get visual features Xf

• Compress the encode image into R tokens

• Core of this module : Attention .

– Query: the learned latent token X

– Key=Value: the concatenation of  Xf, and the 

learned latent token X

– Better performance by concatenating keys 

and values obtained from latent

• If the input is video

–  Xf will add time embeddings

Flamingo VLM

pseudo code

fixed #

Slide by Azade Farshad and Mei Sun



Perceiver-IO
Slide by Azade Farshad and Mei Sun



• Model structure - The interaction with image/video and text

A Gated Cross attention mechanism is proposed to fuse images and text.
Slide by Azade Farshad and Mei Sun

Flamingo VLM



• Model structure - The interaction with image/video and text

• Frozen LM layers

– LM: 70B parameter Chinchilla 

– keep pretrained LM’s language understanding 

• Gated Cross Attention:

– Query: Y,   Key=Value: X

– Tanh Gating:  Initialized with 0 then gradually increases

– Transitions from a  fully trained text-only model to a visual 

language model.

• The LM can generate text conditioned on the above visual tokens

Slide by Azade Farshad and Mei Sun

Flamingo VLM

https://www.deepmind.com/publications/an-empirical-analysis-of-compute-optimal-large-language-model-training


• Model structure - Interleaved visual data and text support

• Multi-visual input support: per-image/video attention masking

• During Cross-attention, 

– each text can only focus on one image before it.

– Function 𝜙 : for each token what is the index of the last preceding image 

• During final prediction, each token can focus on all the previously text and image

non masked

masked

Slide by Azade Farshad and Mei Sun

Flamingo VLM



• Overview of the Flamingo Model

• Each image is encoded 

individually

Slide by Azade Farshad and Mei Sun

Flamingo VLM



Flamingo VLM
• Model structure - Obtaining multimodal dataset to induce good generalist capabilities

• M3W: Scrapping 43 million webpages from the Internet

• Training on a mixture of vision and language datasets 

– M3W(185M images+ 182G text)

– ALIGN(1.8B images with alt-text)

– LTIP (312M images/text) 

–  VTP(27M short video/text)

Slide by Azade Farshad and Mei Sun



• Result: Overview of the results of the Flamingo models

• Larger model sizes and more 

few-shot examples lead to 

better performance

•  Performance of Flamingo model using different numbers of shots and of different 

sizes,(without fine-tuned) in comparison with SoTA fine-tuned baseline.
Slide by Azade Farshad and Mei Sun

Flamingo VLM



Flamingo In-Context
Slide by Vicente Ordóñez 



BLIP

Li et al., BLIP: Bootstrapping Language-Image Pre-training for Unified Vision-Language Understanding and Generation



BLIP-2
Slide by Chunyuan Li



BLIP-2

Li et al., BLIP-2: Bootstrapping Language-Image Pre-training with Frozen Image Encoders and Large Language Models



Visual Question Answering Examples

Li et al., BLIP-2: Bootstrapping Language-Image Pre-training with Frozen Image Encoders and Large Language Models



Language Models and Data
Slide by Chunyuan Li



GPT4-V Gap
Slide by Chunyuan Li



In Language: Various NLP Task Datasets
Slide by Chunyuan Li



In Language: Instruction Tuning
Slide by Chunyuan Li



Getting the Data: Self-Instruct Tuning
Slide by Chunyuan Li



Getting the Data – Language Examples
Slide by Chunyuan Li



Getting the Data - Multimodal
Slide by Chunyuan Li



Data – Using Captions

Downside?

Slide by Chunyuan Li



Data – Response Generation
Slide by Chunyuan Li



Data – Response Generation
Slide by Chunyuan Li



Architecture
Slide by Chunyuan Li



Results - Science
Slide by Chunyuan Li



Chameleon
Slide by Chunyuan Li

Meta, Chameleon: Mixed-Modal Early-Fusion Foundation Models

Unifying image 
models, generation 
(diffusion models?), 
and autoregressive 
models still an open 
problem!



Vision-Language Explosion (2023)
Slide by Chunyuan Li



Vision-Language Explosion (2023)
Slide by Chunyuan Li



More Modalities: ImageBind

Girdhar et al., ImageBind: One Embedding Space To Bind Them All



Adding Modalities
Slide by Chunyuan Li



Tasks

Yang et al., MM-ReAct MM-ReAct: Prompting ChatGPT for Multimodal Reasoning and Action 



Summary

Vision+Language (and multi-modal) are hot!

Why? 

Align various interface modalities

Leverage more data (all modalities)

Physical world inherently multi-modal

Large number of design choices!

Vision encoding? 

Method of alignment?

Method of fusion? 

Grounding?

Tasks:

Image  language

Visual question answering

+ Interaction 

Embodied AI

Resources: 
https://www.youtube.com/@VLPTutorial 

https://www.youtube.com/@VLPTutorial
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