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RL: Sequential decision making in an environment with evaluative feedback.

What is Reinforcement Learning?

⬣ Environment may be unknown, non-linear, stochastic and complex.

⬣ Agent learns a policy to map states of the environments to actions.

⬣ Seeking to maximize cumulative reward in the long run.
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Figure Credit: Rich Sutton
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Different types of Approximate Nearest Neighbor































































































Memory Mechanisms

Short-Term Memory. Short-term memory retains agentinternal dialog histories 
and environmental feedback to support context-sensitive task execution

Long-Term Memory. Long-term memory systematically archives agents’ 
intermediate reasoning trajectories and synthesizes them into reusable tools for 
future invocation
• Skill libraries
• Experience repositories

Knowledge Retrieval as Memory. This paradigm diverges from agent-internal 
memory generation by integrating external knowledge repositories into generation 
processes, effectively expanding agents’ accessible information boundaries.



Planning Capabilities

Task Decomposition Strategies. Task decomposition represents a basic approach 
to enhancing LLM planning capabilities by breaking down complex problems into 
more manageable subtasks.
1. Trees, chains, etc.

Feedback-Driven Iteration. Feedback-driven iteration is a crucial aspect of LLM 
planning capabilities, enabling the agent to learn from the feedback and enhance 
its performance over time

Knowledge Retrieval as Memory. This paradigm diverges from agent-internal 
memory generation by integrating external knowledge repositories into generation 
processes, effectively expanding agents’ accessible information boundaries.
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Evaluation and Tools



Applications



Future Trends

Scaling LLM-based multi-agent systems remains challenging due to high computational demands, 
inefficiencies in coordination, and resource utilization 

Maintaining coherence across multi-turn dialogues and the longitudinal accumulation of 
knowledge requires effective memory mechanisms

LLMs, while knowledge-rich, are neither comprehensive nor up-to-date, thus potentially 
unsuitable as standalone replacements for structured databases. 

Traditional AI evaluation frameworks, designed for static datasets and single-turn tasks, fail to 
capture the complexities of LLM agents in dynamic, multi-turn, and multi-agent environments

As agentic AI systems gain autonomy, regulatory frameworks must evolve to ensure 
accountability, transparency, and safety

LLM agents can simulate roles such as researchers, debators, and instructors [307], [327], 
but their effectiveness is constrained by training data limitations and an incomplete 
understanding of human cognition



Future Trends

Others?



Other Comments?
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