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• Feb 2025

• 3B / 7B / 32B / 72B

• Dynamic FPS sampling

• SwiGLU / RMSNorm

• Window Attention

Timeline

• Aug 2023

• Qwen-VL / Qwen-VL-
Chat

• First attempt to integrate 
vision encoder on Qwen

• Sep 2024

• 2B / 8B / 72B

• MRoPE
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• Sep 22, 2025

• 30B

• Mixture-of-Experts(MoE)

• Audio Transformer(AuT)

• Mar 2025

• 7B

• Added audio modality

• TMRoPE

• Thinker-Talker



Overview

• Developer: Qwen Team, Alibaba

• Release: Feb 2025

• Model variants: 3B / 7B / 32B / 72B

• License: Apache 2.0 (  commercial use) / Qwen (✘ commercial use)

• Key features
• Vision-language model for text, image, video

• Long-video understanding (up to hours)

• Multilingual support (English, Chinese, and many other languages)

5



Model Architecture
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• Image resizing: multiples of 28

• Support for dynamic resolution
• Vanilla ViT[1]: fixed resolution only

Image Encoding
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[1] Dosovitskiy et al., An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale, 2020



Image Encoding

• Patch size: 14 x 14
• Even number of patches in both width and height

• Each patch is passed to Conv3D
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Image Encoding

• Vision Encoder: ViT[1]

• Several modifications are applied

• After ViT: Vision-Language Merger
• Merge 4 adjacent patch features into one token

• Two-layer MLP
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[1] Dosovitskiy et al., An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale, 2020



Image Encoding

• RMSNorm[1]

• Cheap & competitive alternative to vanilla LayerNorm

• Employed in modern Transformers

• T5, LLaMA, Mistral, etc.
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[1] Zhang & Sennrich, Root Mean Square Layer Normalization, 2019



Image Encoding

• Window Attention
• Patch token attends only to adjacent 8×8 patches

• 8x8 patches = 112x112 pixels

• Linear complexity in the number of input tokens

• Full Attention is only used in 4 blocks
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Image Encoding

• FFN with SwiGLU[1]

• Better expressivity than ReLU/GELU

• Employed in modern Transformers

• PaLM, LLaMA, Mistral, etc.

12

[1] Shazeer et al., GLU Variants Improve Transformer, 2020



Rotary Positional Embedding (RoPE[1])

• Applies rotary transformations to Q/K
• in each Attention layer

• not to input embeddings

• Encodes relative distance directly in the 
dot product

• Preserves original token meaning 
through V

[1] Su et al., RoFormer: Enhanced Transformer with Rotary Position Embedding, 2021



Rotary Positional Embedding (RoPE[1])

• Image patch: 2D-RoPE
• Halve the feature dimension

• Encode row and column indices separately

[1] Su et al., RoFormer: Enhanced Transformer with Rotary Position Embedding, 2021

Height position Width positionPatch K/V



Rotary Positional Embedding (RoPE[1])

• Image patch: 2D-RoPE
• Halve the feature dimension

• Encode row and column indices separately

• Video patch: Multimodal RoPE (MRoPE)

[1] Su et al., RoFormer: Enhanced Transformer with Rotary Position Embedding, 2021

Height position Width positionPatch K/V

Height positionPatch K/V Temporal position Width Position



Video Encoding

• Patch size: 2 x 14 x 14
• Bind two consecutive timesteps

• Dynamic FPS sampling
• Vision Encoder handles various FPS

• Temporal position
• aligned with absolute time

• Qwen2-VL: simple frame index
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LLM

• Initialized with Qwen2.5[1]

• We omit the details of LLM
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[1] Qwen Team, Qwen2.5 Technical Report, 2025



Model Configuration
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Training Overview

Pre-Training Post-Training

1. Visual Pre-Training

2. Multimodal Pre-Training

3. Long-Context Pre-Training

1. Supervised Fine-Tuning

2. Direct Preference Optimization

Domain-Tailored

Filtering

Rejection 

Sampling
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Data Processing Overview

Pre-Training

Interleaved

Image-Text Data

Agent Data

Video DataOCR Data

Document

Omni-Parsing Data Instruction Data

VQA 

Data

Image 

Captioning ...
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Post-Training



Pre-Training

Qwen 2.5 LM 

Decoder

Vision Encoder

1. Visual Pre-Training

OCR
Image 

Captioning

Qwen 2.5 LM 

Decoder

Vision Encoder

VQA Video

Qwen 2.5 LM 

Decoder

Vision Encoder

Multimodal Math

Agent Text

Image-Text

2. Multimodal Pre-Training 3. Long-Context Pre-Training

Longer Sequences, 

Video, Agent Data
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Pre-Training Data

Interleaved Image-Text Data

• Standard data cleaning (Wei Li et al. 2024)

• Four-stage scoring system

   (1)   text-only quality

   (2)   image-text relevance

   (3)   image-text complementarity

   (4)   information density balance

 

Interleaved

Image-Text
OCR

Document

Omni-Parsing
Video Agent
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Pre-Training Data

Document Omni-Parsing

• Convert document data into 

HTML format

• Include the coordinates for 

each module

Interleaved

Image-Text
OCR

Document

Omni-Parsing
Video Agent
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Pre-Training Data

Agent Data

• Collect screenshots on mobile, web, 

and desktop platforms

• For decision-making, unify the 

operations across platforms into a 

function call

• Given a GT operation, explanation for 

reasoning content is generated by 

human and model annotators

Interleaved

Image-Text
OCR

Document

Omni-Parsing
Video Agent
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Pre-Training
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Post-Training Data

1. Supervised Fine-Tuning(SFT)

 - 2 million entries

 - Evenly distributed between text data(50%) and multimodal data(50%)

Image 

Captioning
OCRDocument Video Agent Grounding

Coding 

Tasks
VQA

Math Problem 

Solving

2. Direct Preference Optimization(DPO)
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Post-Training Data

1. Supervised Fine-Tuning(SFT)

 - 2 million entries

 - Evenly distributed between text data(50%) and multimodal data(50%)

Image 

Captioning
OCRDocument Video Agent Grounding

Coding 

Tasks
VQA

Math Problem 

Solving

Domain-Specific Categorization

Coding Planning

Debug Generation … …

…

…

Domain-Tailored

Filtering
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Post-Training Data

1. Supervised Fine-Tuning(SFT)

 - Domain-Specific Categorization and Domain-Tailored Filtering

 - Rejection Sampling

Intermediate Version

Intermediate Version

Datasets with GT

Data samples that outputs 

correct matches

Data samples that outputs 

incorrect matchesEvaluation
Rejected

Accepted

Data samples that outputs 

correct matches

Post-training 28



Post-Training Data

1. Supervised Fine-Tuning(SFT)

 - Domain-Specific Categorization and Domain-Tailored Filtering

 - Rejection Sampling

Intermediate Version

Intermediate Version

Datasets with GT

Data samples that outputs 

correct matches

Data samples that outputs 

incorrect matchesEvaluation
Rejected

Accepted

Data samples that outputs 

correct matches

Post-training

Does it learn easy dialogues 

and problems only?  
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Post-Training Data

1. Supervised Fine-Tuning(SFT)

 - Domain-Specific Categorization and Domain-Tailored Filtering

 - Rejection Sampling

2. Direct Preference Optimization(DPO)

 - Only on image-text and pure text data
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Experiments and Results
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Experiments and Results
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Performance degradation



Experiments and Results

v
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Experiments and Results

v
34

Retained performance on text-only 

evaluation, due to pure text 

data(50%) in train datasets 



v

Experiments and Results

35 Less performance drop compared to

multimodal problems and math problems 



v

Experiments and Results

36



v

Experiments and Results

Long 

Video
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Significantly outperforming results on 

long video understanding, due to 

MRoPE and dynamic FPS sampling



Experiments and Results
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Outperform other models even when 

Set-of-Mark(SoM) is applied to their inputs



Strengths

• Can handle images at their native resolution

• Improved long video comprehension by dynamic FPS sampling

• SOTA on some document parsing benchmark

• Strong visual agent capabilities

• Improved computational efficiency by applying RMSNorm and SwiGLU 
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Weaknesses & Limitations

• Lacks long-from video performance comparison with the 
previous version, Qwen 2-VL
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Qwen3-Omni Technical Report
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Sep 2025

Jaehyeon Son, Junhyun Kim
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Architecture

• Audio Transformer (AuT)

• Mixture of Experts (MoE)

• Thinker-Talker (Qwen 2.5-Omni)

• TMRoPE (Time-aligned MRoPE)

  (Qwen 2.5-Omni)

v
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Architecture

• Audio Transformer (AuT)

 - The filter bank features are  

   downsampled using Conv2D blocks.

 - Token rate is reduced to 12.5 Hz in 

   hidden layer.

 - 0.6B parameters

v



Results
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Thank you


	Slide 1: Qwen2.5-VL Technical Report Qwen Team, Alibaba Group Feb 2025  Jaehyeon Son, Junhyun Kim
	Slide 2: Presenter
	Slide 3: Outline
	Slide 4: Timeline
	Slide 5: Overview
	Slide 6: Model Architecture
	Slide 7: Image Encoding
	Slide 8: Image Encoding
	Slide 9: Image Encoding
	Slide 10: Image Encoding
	Slide 11: Image Encoding
	Slide 12: Image Encoding
	Slide 13: Rotary Positional Embedding (RoPE[1])
	Slide 14: Rotary Positional Embedding (RoPE[1])
	Slide 15: Rotary Positional Embedding (RoPE[1])
	Slide 16: Video Encoding
	Slide 17: LLM
	Slide 18: Model Configuration
	Slide 19: Training Overview
	Slide 20: Data Processing Overview
	Slide 21: Pre-Training
	Slide 22: Pre-Training Data
	Slide 23: Pre-Training Data
	Slide 24: Pre-Training Data
	Slide 25: Pre-Training
	Slide 26: Post-Training Data
	Slide 27: Post-Training Data
	Slide 28: Post-Training Data
	Slide 29: Post-Training Data
	Slide 30: Post-Training Data
	Slide 31: Experiments and Results
	Slide 32: Experiments and Results
	Slide 33: Experiments and Results
	Slide 34: Experiments and Results
	Slide 35: Experiments and Results
	Slide 36: Experiments and Results
	Slide 37: Experiments and Results
	Slide 38: Experiments and Results
	Slide 39: Strengths
	Slide 40: Weaknesses & Limitations
	Slide 41: Qwen3-Omni Technical Report Qwen Team, Alibaba Group Sep 2025  Jaehyeon Son, Junhyun Kim
	Slide 42: Architecture
	Slide 43: Architecture
	Slide 44: Results
	Slide 45

