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Before the beginning there was Chameleon

Unified generation and image understanding with image tokens
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Chameleon Diagram
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Chameleon Datasets
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Data domain Source Number tokens

Text Only

 

LLaMa-2 

and CodeLLaMa data.

2.9 trillion text-only 

tokens

Text-Image Publicly and licensed 

data. 512 × 512 images 

for tokenization. 

1.4 billion text-image 

pairs = 1.5 trillion text-

image tokens

Text/Image Interleaved Publicly available web 

sources for 

400 billion tokens of 

interleaved text and 

image data Filtered for 

quality



Chameleon's Plague
Plagued with instability due to logit competition in softmax
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Chameleon's Plague
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Data Dependent control flow
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Chameleon does good but not great on multi modal and 
unimodal tasks
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Outperformed baselines on human evaluations
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Problem Statement & Motivation

Drawback of Chameleon: Single visual encoder for 
both understanding and generation tasks leads to 
suboptimal performance

Key Issues:

• Understanding needs high-level semantics

• Generation needs low-level details

• Single encoder creates conflicting trade-offs

• Poor multimodal understanding performance

Motivation: Decouple visual encoding to eliminate 
conflicts while maintaining unified processing

Solution: Janus uses separate encoders for 
understanding and generation while processing 
through a unified transformer architecture
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Why named 

Janus?



Janus : First to explicitly decouple visual encoding 
while maintaining unified processing architecture12

Related Works



Architecture



Architecture

Understanding Encoder : SigLIP

• Input: Images resized to 384 × 384, patch size 16 × 16.

• Architecture: Transformer backbone, outputs 24 × 24 = 576 tokens, flattened and 

passed through adapter.

• Encoder Role: SigLIP captures high-level semantic features of the image.

• Pretrained on ~10B image–text pairs from Google’s WebLI dataset



Architecture

Generation Encoder : VQ Tokenizer

•Input: Images resized to 384 × 384, downsampled by a factor of 16.

•Architecture: VQ tokenizer with a codebook of 16,384 discrete visual tokens.

•Encoder Role: Captures fine-grained spatial and textural details for image 

generation.

•Training Data: Pretrained with ImageNet-1k (1.2M images)



Architecture

Text Tokenizer : BPE Tokenizer (DeepSeek LLM)

•Input: Raw text sequence.

•Architecture: Standard LLM byte-pair tokenizer (BPE) that converts text into discrete 

token IDs.

•Role: Provides semantic embeddings of words/subwords for the LLM; ensures text and 

image tokens live in the same discrete sequence space.

•Training Data: Pretrained on DeepSeek-LLM’s text corpus (hundreds of billions of 

tokens across web, books, Wikipedia, etc.), before integration into Janus



Architecture

• LLM Backbone: DeepSeek-LLM (1.3B parameters).

• Architecture: Standard decoder-only transformer, trained autoregressively (next-

token prediction).

• Sequence Length: Supports up to 4096 tokens.

• Role: Acts as the shared multimodal core – it receives tokens from the text tokenizer, 

understanding encoder (SigLIP), and generation encoder (VQ tokenizer), then predicts 

the next token (text or image) in a unified sequence

• Standard cross-entropy loss across all tasks



Training Procedure

Adaptors

• Role: Lightweight 2-layer MLPs that map image features (from SigLIP or VQ encoder) into the 

LLM token embedding space.

• Input: High-dim features (SigLIP embeddings / VQ codebook embeddings).[576 Tokens]

• Output: Tokens aligned with the LLM’s embedding dimension.



Training Procedure

Stage I: Training Adaptors & Image Head

• Dataset:

• ShareGPT4V → 1.25M image–text pairs (for multimodal understanding).

• ImageNet-1k → ≈1.2M images (converted into text-to-image pairs for generation).

• Size: ~2.45M samples total.

• Goal: Build a conceptual bridge between visual and linguistic features → allow the LLM to begin 

aligning image embeddings with text tokens, and give it preliminary image generation ability, 

while keeping encoders & LLM frozen

• Data Ratio: 1 : 0 : 1 (understanding : text-only : Generation)



Training Procedure

Stage II: Unified Pretraining

• Dataset: Mix of

• Text-only corpus (DeepSeek-LLM pretraining set),

• Image–text pairs (WikiHow, WIT, Open Images, LAION subsets, etc.),

• Visual generation data (~2M in-house caption–image pairs + filtered open-source).

• Size: Tens of millions of text + image–text pairs; ImageNet-1k (1.2M) used only in early steps.

• Goal: Train the model jointly on text, multimodal understanding, and image generation → unify 

modalities under one autoregressive transformer

• Data Ratio : 2 : 3 : 5



Training Procedure

Stage III: Supervised Fine-tuning

• Dataset: Instruction-tuning data:

• Text dialogue corpora,

• Multimodal Q&A (from LLaVA-OneVision, ScreenQA, etc.),

• Visual generation instruction pairs (~4M in-house + open-source).

• Size: Millions of instruction samples (multi-turn dialogue + image–text pairs).

• Goal: Enhance instruction-following & dialogue ability across all tasks (text, understanding, 

generation) while keeping generation encoder frozen

• Data Ratio : 7 : 3 : 10



Results

Explain this meme?
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Results

Explain this meme?
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Generated Images
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Upscaled into 1024 × 1024



Multimodal Understanding Results
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Ablation Study

• Shared encoder hurts understanding → Exp-A weak scores.

• Semantic encoder improves semantics but still shows trade-offs 
(Exp-B vs Exp-C).

• Decoupling (Exp-D) → strong understanding and competitive 
generation.

• Unified training (Exp-D) ≈ Task-specific (Exp-E/F) → efficiency 
without loss.26

Key Questions

• Does decoupling work?

• How important is each 

component?



Scaling the Model
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Can we add other modalities?



Strengths
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• Flexibility & Extensibility

•  Outperforms previous 

unified models while 

matching larger task-

specific models with fewer 

parameters

• First to identify and solve 

the fundamental conflict 

between understanding and 

generation encoding needs

Why Not!



Janus-Pro: Unified 

Multimodal Understanding 

and Generation with Data and 

Model Scaling
Xiaokang Chen, Zhiyu Wu, Xingchao Liu, Zizheng Pan, Wen Liu, 

Zhenda Xie, Xingkai Yu, Chong Ruan

DeepSeek-AI

29th Jan 2025



Janus to Janus Pro

• 1B parameters scale

• Limited training data

• Limited model capacity

• Subpar at short prompts image 
generation

• Quality of images
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Janus 

Janus Pro



Features of Janus Pro
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Training strategy

Data

Model Size



Axis 1: Training Strategy

• Issues with Stage 2 Training from 
Janus
o Part 1: ImageNet category names as 

prompts

o Part 2: normal text to image data

o 66.6% of training steps allocated to part 1

• Modifications:
o Longer training in stage 1 on ImageNet

o Drop ImageNet data in stage 2

• Enables Stage 2 to utilize the text-to-
image data more efficiently

• Adjust the data ratio in stage 3. Why?
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Multimodal Pure Text Text-to-Image

7 3 10

5 1 4

Ratios for data in stage 3

Empirical: maintain strong visual 
generation capabilities while achieving
improved multimodal understanding 
performance



Axis 2: Data

• Multimodal data
o Stage 2: + 90 M samples, "like": YFCC, 

Docmatix

o Stage 3: + MEME understanding, Chinese 
conversational data, "datasets aimed at 
enhancing dialogue experiences"

• Visual Generation
• real world data noisy => 72 million 

samples of synthetic aesthetic data. 1:1 
for synthetic and real

• Why does the model converge on 
synthetic data faster?
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cats with many eyes floating in colorful glowing 

swirling whisps, occult inspired, emerging from the 

void, shallow depth of field

Synthetic Data Samples from 

Midjourney used by Janus Pro training



Axis 3: Model Scale

• From 1.5B to 7B

• when utilizing a larger-scale LLM, the 
convergence speed of losses for both 
multimodal understanding and visual 
generation improved significantly 
compared to the smaller model. 
o Why?

34



Multimodal Understanding
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Visual Generation
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Qualitative Results
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Guess the resolution? 384 ×384



Summary of Strengths, Weaknesses, Relationships

• Improvement across 3 axes, training, 
data and scale

• Code and models are publicly 
available

• Input resolution limited to 384x384
o Difficulties on fine-grained tasks such as 

OCR

o Images lack fine detail
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Weakness of existing multi-modal early fusion 
modal
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https://arxiv.org/pdf/2411.04996

A note-able criticism of Chameleon Addressed by a Follow up work Mixture of Multimodal 

Transformers is unmixed representations



Thank You
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