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Background



"a response produced by an artificial intelligence program or tool that appears to be 
accurate or plausible but that contains inaccurate or misleading information"  (Oxford) 

What are AI hallucinations ?

https://www.sify.com/ai-analytics/the-hilarious-and-horrifying-hallucinations-of-ai/

Hallucinations in ChatGPT (2023) Prompt: 1960’s art of cow getting abducted by UFO in 

Midwest

DALL-E 2 (2023)
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https://www.google.com/search?client=safari&sca_esv=d39ac736e437527b&rls=en&sxsrf=AE3TifNDcnfjWfIoAM9h_s42Njf5_lEn3w:1760708452621&q=plausible&si=AMgyJEuX8sCQ2kc8L1tnlWVo3ksQ2jizzOP2tmxE6fnL01hs0Q80B6qh5Rq9nhFAlLZiW4ToMlVlkPboEJNLKj5subj_XQV-a0uMTypc_9Pfuk_4S7q9xoE%3D&expnd=1&sa=X&ved=2ahUKEwjUoPyOrquQAxUVh-4BHRGSLGoQyecJegQIFhAz
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Some more hallucinatory examples

REVERSE (Neurips 2025), AMBER Benchmark (Alibaba, 2024) 
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Types of hallucinations

Factual Hallucinations

Example 

"The Eiffel Tower was built in 1895" 

(actually built in 1889)

Logical Hallucinations

Example 

"All birds can fly. Penguins are birds. 

Therefore, penguins can swim."

Visual Hallucinations

Example 

Describing a "red apple" when the image 

shows a green pear

• Incorrect statements about facts, 

dates, or entities.

• Generation of non-existent 

references

• Confident presentation of false 

information.

• Contradictory statements within 

the same response

• Invalid reasoning chains or 

conclusions

• Inconsistent logic in multi-step 

reasoning

• Generation of non-existent objects 

in images

• Incorrect attributes of existing 

objects

• Misinterpretation of visual content

6

Ji, Z., Lee, N., Frieske, R., et al. (2023). "Survey of hallucination in natural language generation." ACM Computing Surveys.



• Training data issues
o Model has insufficient data to provide the correct answer

o Model learns spurious associations in input data

o Training data not representative of the real world - associations in training may not be true

• Model limitations
o Autoregressive VLMs / LLMs do not explicitly account for "correctness", but rather for the 

most plausible next output

o Limited context awareness, real world understanding

o Overfitting – memorization on training data

o In VLMs, additional issue of language image modality misalignment  - object existence 
hallucination

• Prompt issues
o Too vague or too highly specialized prompts that the model is not exposed to

Why do hallucinations exist ?
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Why do we need to correct hallucinations ? 

Yan, Qiao, et al. "MedHallTune: An Instruction-Tuning Benchmark for Mitigating Medical Hallucination in Vision-Language Models." arXiv preprint 

arXiv:2502.20780 (2025).

➢    Various domains such as  autonomous driving, surveillance, medical imaging

Question:
In what critical applications would 

object hallucinations be most dangerous?

9



• Good data 
• Hallucinatory (negative) and non-hallucinatory (positive) sample pairs 

• Standardized data generation pipeline

• Good model 
• Eliminate hallucinations by fine-tuning with appropriately chosen loss

• Add downstream hallucination correction (training free) 

• Explicitly reward non-hallucinatory output (reinforcement learning) 

What does any (hallucination mitigation) approach need ? 

10



Mitigation Approach Paradigms – any ideas ? 

Beyond Hallucinations: Enhancing LVLMs through Hallucination-Aware Direct Preference Optimization

Supervised Fine Tuning (SFT)

+ Post-hoc pipeline

+ Reinforcement Learning 

(RL) Strategy

11



Mitigation Strategy # 1

(Post-Hoc) 



Hallucinations in VLMs

Unique Challenges in VLMs Why VLMs Hallucinate 

• Cross-modal inconsistency between visual and 

textual outputs

• Object hallucination - describing non-existent 

objects

• Attribute hallucination - incorrect properties of 

objects

Object-level

Entire objects that don't 

exist in the image

Attribute-level

Incorrect properties of 

existing objects

Example 

Describing a "red car" when the image shows a blue bicycle

• Statistical bias from training data.

• Datasets have an unbalanced object 

distribution and object correlations.

• Unimodal priors: over reliance on language 

knowledge when visual evidence is weak.

• Visual uncertainty amplifies both issues.

Traditional approaches require additional training of the VLM.

Solutions
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Li, Y., Du, Y., Zhou, K., Wang, J., Zhao, W., & Wen, J. (2023). "Evaluating object hallucination in large vision-language models." arXiv preprint arXiv:2305.10355.

Liu, F., Lin, K., Li, L., Wang, J., Yacoob, Y., & Wang, L. (2023). "Mitigating hallucination in large multi-modal models via robust instruction tuning." arXiv preprint arXiv:2306.14565.



Why VLMs hallucinate

Statistical Bias 

Biases inherited from training data, particularly from 
datasets like MSCOCO which have:

• Unbalanced object distributions (some objects appear 
much more frequently than others)

• Biased object correlations (certain objects frequently 
appear together in training data)

• Spurious patterns that models learn as 'rules' rather than 
genuine relationships

Unimodal Prior
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Introducing Visual Uncertainty 

• Applied via Gaussian noise mask to original 
image

• Follows forward diffusion process in image 
generation

• Incrementally adds noise for T steps, 
producing distorted images

Visual uncertainty is a cause for hallucinations
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Amplification Effects 

• Visual uncertainty amplifies language priors

• Increases statistical bias in object recognition

• Leads to more severe hallucinations

Visual Uncertainty 
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• A training-free method to mitigate object hallucination.

• Contrasts output distribution from original and distorted inputs.

• Reduces over reliance on statistical biases and unimodal priors.

What is VCD(Visual Contrastive Decoding)?
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Contrastive Distribution

• Generate outputs from original and distorted visual inputs

• Contrast distributions to reduce hallucination

VCD: Visual Contrastive Decoding

18



Constraints

• Preserve valid outputs with high confidence

• Filter candidate tokens based on confidence 
level

• Prevent generation of implausible tokens

VCD: Adaptive plausibility

Benefits and Implementation

• Ensures linguistic coherence in generated text

• Maintains common sense reasoning 
capabilities

Implementation Parameters 

α: 1 β: 0.1

γ: 0.1
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Intuition for why VCD works

• VCD is a corrective mechanism, reducing hallucinations by contrasting against a 
distribution predisposed to favoring them.

• By contrasting the logits of the original image to the 

“Hallucination prone” version VCD identifies and penalizes 

hallucinated tokens

• VCD = Ensemble of logits of pθ(y|v,x) and pθ(y|v′,x)
• Creating a self-correcting mechanism without additional training
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Example
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LVLM baselines

• LLaVA1.5

• Qwen-VL

• InstructBLIP

LVLM baselines and Benchmarks

Benchmarks
Benchmark Primary Focus Task Evaluation

POPE Object Hallucination 

(existence)

Binary Q&A (Yes/No) Quantitative (F1, 

Accuracy)

MME Broad Perception & 

Cognition

Diverse Sub-tasks 

(Count, Color, etc.)

Quantitative (Accuracy)

LLaVA-Bench Real-world Open-

ended Generation

Complex Q&A & 

Captioning

Qualitative (GPT-4V 

Judgement)
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Results on POPE
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LLaVA-1.5 and Qwen-VL show recall improvements (better at detecting existing objects),

 while InstructBLIP shows precision improvements (better at rejecting non-existent objects)



Results on MME

24

InstructBLIP shows the most dramatic improvement

suggesting VCD is especially beneficial for models 

with higher baseline hallucination rates"



Strengths

- Training free technique

- Very effective and generalizable

- Well-motivated approach

Strengths and Weakness

Weaknesses

- New hyperparameters

- Sub-optimal distortion method

- Limited scope (not for videos)

- No ablation study on α, β, and noise 
steps.

- Method covers hallucinations in text 
generation but not in image 
generation.
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Mitigation Strategy # 2

(Reinforcement Learning)



• SFT
• High quality data needed 

• Training overhead 

• Limited flexibility – needs adaption for each model, situation 

• Lots of data, compute resources

• Post-processing (on model output) 
• May or may not use additional data 

• Tools or expert models employed on model output for correction

• Very ad-hoc – what post-processing tools or methods should I use for my problem ? 

Limitations of other paradigms

➢    Let’s teach the model to prefer not to hallucinate with reinforcement learning (RL)   

27



• Dataset generation 

• HA-DPO Model & Loss 

• New Benchmark (SHR) 

• Experiments 

• Conclusion

Components of HA-DPO

28



Dataset Generation Schematic (1/3)
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• Data Source 
• Visual Genome (VG): construct hallucinated & non-hallucinated examples 

• multiple region bounding boxes, each corresponding to a detailed description. 

• cover various detailed information related to the image: diverse objectives, attributes, 
relationships, etc

• Hallucination Sample Pair Generation 
• Randomly select images from VG 

• use the LVLM to generate corresponding detailed descriptions

• GPT-4 Hallucination Detection and Correction.
• Input: Annotation information, model generated output 

• Prompt 

• GPT-4 checks for hallucinations and corrects 

• Style-consistent Data Augmentation
• For style consistency and more sample pairs, GPT-4 rewrites earlier +ve and –ve samples 

• Augment into Q&A format 

• Use +ve/-ve, description, Q&A pairs for training 

Dataset Generation (2/3)
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Need for Style-consistent Data Augmentation (3/3)

• Need a balanced set of +ve/-ve sample pairs for 
HA-DPO training 

• We want differences between +ve/-ves to be due to 
hallucinations & not model (LVLM vs GPT-4) 

31



RL – Sequential decision making in an environment with 
evaluative feedback 

Prof. Danfei Xu, DL Course Slides
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• Helps LLMs be helpful, harmless, and aligned with human preferences 

• Fine tune VLMS / LLMs to achieve this 

Solution: Reinforcement Learning from Human Feedback 
(RLHF)

•  Get human preferences 

• Train a reward model on preference data (learns to predict what humans prefer)

• Fine tune the LLM with RL so LLM produces output that reward model (from human 
preferences) thinks is good

•  Reward model is the environment 

•  LLM generates responses

• Reward model provides rewards 

RL in VLMs / LLMs 
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Proximal Policy Optimization (PPO) RLHF

• PPO trains a policy network (LLM)

• Using feedback from learned Reward 

Model & preventing too much deviation 

from  reference LLM (KL-divergence) 

• Value model predicts the expected 

reward

• Calculates advantage: 

• Actual – expected reward 

• Generalized Advantage Estimation 

(GAE) helps smooth this by 

combining short- and long-term 

reward signals.

• Policy Update 

• Joint Optimization – computationally 

intensive!

36

Huggingface LLM Course



• DPO skips explicit reward modeling and RL

•  models are trained to assign higher likelihood to preferred outputs over rejected ones, 
directly optimizing next-token orderings based on preference data

• DPO is efficient and popular for preference learning without RL overhead.

Direct Preference Optimization 

38

Rafailov, Rafael, et al. "Direct preference optimization: Your language model is secretly a reward model." Advances in neural information processing systems 36 (2023): 53728-

53741



Combining DPO with hallucination - HA- DPO Loss Function

• For stability, we have an additional auxiliary loss

39

Policy

Implicit reward

• 𝑥𝑇 - text prompt

• 𝑥𝐼 - image prompt

•  - feature concatenation

• 𝜋𝑟𝑒𝑓 - reference model

• 𝜋𝑡ℎ𝑒𝑡𝑎 - policy model

• 𝐷 – style consistent dataset

• log 𝜎 - log sigmoid function

• Concurrently training reward and policy model skewing the reward model to prefer positive 

responses

• Reward learned implicitly 

𝐿𝑑𝑝𝑜 𝜋𝜃; 𝜋𝑟𝑒𝑓 = −𝐸(𝑥𝑇,𝑥𝐼,𝑦𝑝𝑜𝑠,𝑦𝑛𝑒𝑔)~𝐷 log 𝜎 𝛽𝑙𝑜𝑔
𝜋𝜃(𝑦𝑝𝑜𝑠| 𝑥𝑇,𝑥𝐼

𝜋𝑟𝑒𝑓(𝑦𝑝𝑜𝑠| 𝑥𝑇,𝑥𝐼
 − 𝛽𝑙𝑜𝑔

𝜋𝜃(𝑦𝑛𝑒𝑔| 𝑥𝑇,𝑥𝐼

𝜋𝑟𝑒𝑓(𝑦𝑛𝑒𝑔| 𝑥𝑇,𝑥𝐼
 

𝐿 =  𝐿𝑑𝑝𝑜 +  𝜆𝐿𝑎𝑢𝑥

𝐿𝑎𝑢𝑥 = − σ log 𝑃 𝑦|𝜋𝑃; 𝜋𝜃 , 𝜋𝑃, 𝑦  ~𝐷𝑠𝑓𝑡 • 𝑥𝑃 - text prompt

The 𝐿𝑎𝑢𝑥 loss is from InstructGPT 



• Limitations in current benchmark (eg POPE)
• Few evaluation target categories 

• Need more categories, attributes, emotions, and other elements.

• SHR
• Comprehensive, broad 

• All textual descriptions that do not match image 

• 200 images for validation

New Benchmark: Sentence Level Hallucination Ratio (SHR) 
(1/3)

• N is the total number of images, 

• ℎ𝑖 number of hallucinated sentences 

• 200 images from VG for validation

• determined by GPT-4 based on model outputs & image annotations 

• 𝑠𝑖 all sentences in the response

40

𝑆𝐻𝑅 =
σ𝑖=1

𝑁 ℎ𝑖

σ𝑖=1
𝑁 𝑠𝑖



Diversity covered in SHR (2/3)

41



• Reliability 
• Includes manual annotations 

• 95% accuracy

• Universality
• Unlimited # object types (unlike COCO’s 80) in VG images

• Comprehensiveness
• wide spectrum of hallucinations tags any description that 

contradicts image content

• Includes nonexistent objects, emotions, attributes, movements, etc

Advantages of SHR (3/3)

42

• In addition to GPT-4 judging the content

• Add extra factual info.

• Compare MiniGPT4, GPT4 LLaVA-1.5, InstructBLIP 

with and without on 20 images (250 sentences) with 

manual checks 



• Training Data
• Filtering on VG 

• Random 2k images

• 3 GPT-4 rewrites – 2k images, 6k hallucinatory, 6k non-hallucinatory responses 

• Added Q&A format – 10k data pairs added 

• Total: 16k data pairs 

• POPE Evaluation
• 9,000 questions of 3 types.

• POPE targets at object existence of fixed categories (80 COCO) in images

• Yes/No responses. 

• Benchmarked against the ground truth answer.

• SHR Evaluation
• 200 images from the VG dataset. 

• Output detailed descriptions for these 200 images. 

• SHR ratio measured 

• GPT-4 determines if a sentence is hallucinated by comparing the model output with VG 
annotations and human-annotated factual information.

Experiments
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Mini-GPT-4

• Fine tune via LoRA

• Fixed except 
𝑞𝑝𝑟𝑜𝑗 , 𝑘𝑝𝑟𝑜𝑗 , 𝑣𝑝𝑟𝑜𝑗

• LoRA rank 64, 𝛼 = 16

• Cosine scheduler, LR 1e-
4, warmup ratio 0.03, 100 
rounds

• Batch size = 1

• HA-DPO 𝛽 0.1, 𝜆 = 0.5

• 8 A100 GPUs 1-2 hours 
for 1k steps
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Implementation Details 

InstructBLIP-13B

• Fine tune via LoRA

• Fixed except 
𝑞𝑝𝑟𝑜𝑗 , 𝑘𝑝𝑟𝑜𝑗 , 𝑣𝑝𝑟𝑜𝑗 in LM

• LoRA rank 64, 𝛼 = 16

• Cosine scheduler, LR 4e-
6

• Batch size = 1

• HA-DPO 𝛽 0.1, 𝜆 = 0

• 8 A100 GPUs, 1 epoch 
less 1 hour

LLaVA-1.5-7B

• Fine tune all linear layers 
with LoRA

• LoRA rank 256, 𝛼 = 128

• LR 2e-6, Cosine 
scheduler

• Batch size = 16

• HA-DPO 𝛽 =  0.1, 𝜆 = 0.0

• 8 A100 GPUs, 1 epoch 
less 1 hour



• Question: What do we expect ? 

• Too small 𝛽 ? 

• HA-DPO training is unstable

• Model mostly learns  noise rather than how to distinguish hallucinations

• Too large 𝛽 ? 

• loss more focused on constraining the consistency between the policy 
model and the reference model

• Can’t distinguish hallucination from non-hallucination 

Ablations - Hyperparameter 𝛽
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Results – Hallucination Mitigation (POPE) 

46

• Hallucinations reduced on all 

datasets (random, popular and 

adversarial) for all methods

• Mini-GPT-4

• Most improvement 

• LLaVA 

• Least improvement since 

SFT was already pretty good 

due to data diversity 
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Results – Hallucination Method Comparison 

• HA-DPO despite only 2k images, 16k +ve/-ve pairs achieves SOTA performance (2nd best on adversarial accuracy)

• LRV, LLaVA-RHLF used 400K, 160K training data  



Results – Hallucination Mitigation (SHR) 

➢ We still have a long way to go to solve hallucination in LVLMs

48

• Hallucinations went down, but only marginally 



Results – General Performance Enhancement 

• Good general improvement on 

simpler models with limited 

SFT

• Performance drop on LLaVA-

1.5-7B which already had 

good SFT due to data 

diversity. Does LoRA for 

hallucinations unlearn general 

capabilities ? 

49



Some examples

• object existence hallucination,

• object attribute hallucination

• movement hallucination,

• physical hallucination
50



• Limitations: 
• Tested on small VLMs (MiniGPT-4, InstructBLIP-7B, LLaVA-1.5-13B)
• Needed to tune the HA-DPO parameters for each model
• Is GPT-4 a good judge of hallucinations ? 
• Did not ablate 𝜆 to study effect of 𝐿𝑎𝑢𝑥, in fact 𝜆 = 0 was often used 
• Unclear if increasing the size of HA-DPO training set improve performance (currently 2k images, 16k +ve/-ve pairs) ?
• Did not benchmark other hallucination methods on SHR
• Unclear how much it improves over large models with good SFT. Does general performance go down (eg LLaVA)? 

• What we achieved with HA-DPO
• Good dataset 

• Well matched +ve/-ve pairs 

• Q&A as well as descriptive 

• Good metric (SHR) – sentence level hallucinations irrespective of type of hallucination 

• What’s lacking in HA-DPO
• Performance still not great (eg. SHR metric) 
• Only on text generation 
• Real-world situations 
• SHR is small - comprises only 200 images only from VG dataset 

Conclusion & Discussion
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Working Toward 

Trustworthy AI



• We have seen three paradigms – SFT, post-hoc model output processing and RL 
for hallucination mitigation

• While effective, they do not completely solve the problem 

• Hallucinations are an inherent part of an LM or VLM

Have we solved the hallucination problem ? 
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• Models optimized to be good test-takers 

• Guessing when uncertain improves test performance

• Models are penalized for IDK answers in benchmarks, leading the researchers to 
choose models which guess the answers.

• Binary grading rewards confident answers

• Misalignment between evaluation metrics and real-world needs

• Most work on hallucinations is done on the language output not on the generated 
image.

54

Why haven’t we solved the hallucination problem ? 
(Discussion)

Student Analogy: When uncertain, students may guess on 

multiple-choice exams and bluff on written exams, 

submitting plausible answers with little confidence. 

Language models face similar incentives. 

Kalai Adam Tauman, Nachum Ofir, Vempala Santosh S.,  Zhang Edwin "Why language models hallucinate." arXiv preprint arXiv:2509.04664 (2025).



Proposed solution – a new evaluation strategy 

Explicit Confidence Targets Behavioral Calibration 

• Add confidence thresholds to 
evaluation instructions.

• Similar to human exams with penalties for 
wrong answers.

•  Alternative to probabilistic confidence 

• Output IDK when correctness probability 
exceeds threshold
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What else do you think 

we can do ? 
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