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Problem Statement - Challenges

• Training AI models to reason is challenging due to lack of large-scale human-
annotated reasoning data

• Recent LLM work DeepSeel-R1 shows promising results using RL with only 
Q&A pairs

• Key Question: Can we train VLMs to reason using only visual Q&A pairs without 
explicit CoT supervision?



Background – Group Relative Policy Optimization (GRPO)

• Sample multiple responses for each question

• Score each response with reward function

• Normalize rewards within group to get 
advantages

• Update policy to favor high-advantage 
responses

• Key Benefits
o No critic model needed

o Group-based normalization stabilizes training

o Successfully induces reasoning in LLMs



Problem Statement - Critical Problems

• Simply applying GRPO to 
VLMs leads to shortcut 
learning

• Models generate short, 
uninformative reasoning for 
easy questions

• Poor generalization to harder, 
unseen questions



Approach – Shortcut Problem

• GRPO encourages models to exploit easy 
patterns in training data

• Model ignores visual input, and replies on 
textual patterns from questions

• Resulting in correct answers on simple 
problems without grounding in images

• Visonary-R1 difference

o Forces detailed image interpretation first

o Consistent approach regardless of difficulty

o Generalizes to hard questions



Approach – Visionary-R1 Framework

• Proposed solution: Caption-Reason-
Answer output format

• Three-stage output structure
o Caption (<info>): Generate detailed image 

description

o Reason (<think>): Construct reasoning 
chain based on caption

o Answer (<answer>): Provide final answer



Approach – Visionary-R1 Rewards

• Format reward
o Binary reward checking adherence to the format of '<info>…</info> <think>…</think> 

<answer>…</answer>'

• Caption reward
o Extracts caption content between <info> tags
o Feeds caption + question to LLM
o LLM answers based only on captions
o Determines if the caption is informative based on the correctness of the answers
o Prevents reward hacking: Special prompt to filter out reasoning/answers in captions

• Accuracy reward
o Standard correctness check

• Combined reward



Approach – Training with Cosine Annealing KL

• Stabilizing RL training with dynamic KL penalty

• Standard GRPO objective

• KL divergence penalty

• Prevents model from deviating too far from reference policy

• Stabilizes training



Approach – Training with Cosine Annealing KL

• The KL coefficient Challenge
• Large KL coefficients causes the 

performance to stay close to the 
baseline, falls short in terms of 
reasoning abilities, causing the 
model to collapse

• Small KL coefficients encourages 
more exploration, but causes the 
reward hacking problem

• Solution: Cosine Annealing



Experiments and Results - Setup

• A total of 11 aggregated Q&A training datasets 
with diverse coverage in various domains

• Base model:
o Qwen2.5-VL-3B

o Strong visual understanding from pretraining

o No reasoning post-training

• Training details
o n = 8 responses per question

o α = 0.1 (caption reward weight)

o β = 0.04 (KL coefficient, with cosine annealing)

o ~1,500 GPU hours on NVIDIA A800-80G



Experiments and Results - Setup

• Evaluation Benchmarks
o MathVista: Logical, algebraic, scientific 

reasoning 

o MathVision: Mathematical visual reasoning

o MMStar: Perception, math understanding, 
science, technology, logical reasoning

o MMBench: Comprehensive visual and 
mathematical reasoning

• Baselines
o SFT: Direct supervised training on Q&A data

o GRPO: Standard GRPO without caption-first 
design

o SOTA: GPT-4o, Claude3.5, Gemini, open-
source reasoning models



Experiments and Results – Main Results

• Visionary-R1 outperforms strong commercial 
models

• Key Observations
o SFT Fails: Worse than base model on 3 out of 

the 4 benchmarks
o GRPO Marginal: Slight improvements, but 

unstable
o Visionary-R1: Substantial improvements across 

all benchmarks

• Performance highlights
o Beats GPT-4o on MathVista, MMStar
o Beats Claude3.5-Sonnet on MathVista, MMStar
o Beats Gemini-1.5-Pro on all benchmarks
o Competitive or better performance vs open-

source reasoning models despite smaller size 
and no CoT supervision



Experiments and Results – Main Results

• Clear positive correlation between the 
length of reasoning and better 
accuracy

• Validates the hypothesis that detailed 
reasoning improves performance



Ablation Studies

• Component-wise contribution analysis

• Methodology
o Train on individual datasets

o Two experimental setups for diversity

• Key insights:
o Caption format alone provides substantial 

improvement

o Caption reward proves additional gains

o Both components essential for best 
performance

o Consistent across domains



Ablation Studies

• Shows qualitative difference in 
reasoning quality

• GRPO: Short, pattern-based

• GRPO + Caption: Better, but caption 
may be superficial

• Visionary-R1: Detailed caption + 
thorough reasoning



Additional Analysis – KL Coefficient Deep Dive
• Static values fail for Visionary-R1

• Dynamic scheduling essential: Both linear and cosine 
dramatically better

• Cosine slightly better than linear: Smoother transition 
preferred

• Minimal impact on GRPO: Suggests this specifically helps 
captioning component

• Early high β prevents collapse and maintains caption quality

• Late low β allows exploration and enables detailed outputs

• Caption generation particularly sensitive to exploration-
exploitation tradeoff



Qualitative Analysis



Limitations & Societal Implications

• Limitations
o Scale Constraints

• Only 3B parameter model tested

• Larger models (7B, 13B, 70B) unexplored due to budget (~1,500 GPU hours already)

o Dataset Considerations
• No preprocessing/filtering applied to training data

• Potential inclusion of low-quality samples

o Caption Reward Design
• Relies on LLM component quality

• Potential circular dependency (model judges its own captions)

• No independent caption quality validation

o Limited Analysis
• Few failure case discussions

• Generalization limits unclear



Limitations & Societal Implications

• Society Implications
o Positive

• Democratization: Removes dependency on proprietary models (GPT-4o)
• Accessibility: Lower barrier to entry for researchers
• Transparency: Open-source approach promotes reproducibility
• Cost reduction: Pure RL more efficient than distillation pipelines

o Potential Concerns
• Misuse potential: Could generate misleading visual analyses
• Deployment responsibility: Needs monitoring and safeguards
• Evaluation challenges: How to verify reasoning quality at scale?

• Future Work
o Scale to larger models (investment in compute)
o Apply cosine annealing KL to other RL domains
o Explore additional visual domains (video, 3D, medical imaging)
o Develop independent caption quality metrics



Summary of Strengths, Weaknesses

• Strengths:
o First to systematically identify and characterize shortcut learning in visual RL

o Caption-reason-answer format is intuitive and practically implementable

o Strong empirical results that beats GPT-4o, Claude3.5-Sonnet on multiple benchmarks

o No CoT supervision needed—removes expensive distillation step

o Innovative RLAIF-based caption reward and Cosine annealing KL coefficient

o Clear methodology, open-source commitment

• Weaknesses:
o Only 3B parameters—leaves scalability questions unanswered

o Model judges its own captions via its LLM component

o Data quality unexplored with no filtering nor curation

o Comparison fairness concerns of 3B vs. likely much larger commercial models (GPT-4o, Claude)

o Insufficient failure analysis of when does the approach fail or what reasoning types remain challenging

o Does not include the latency/cost implications for deployment



Discussion Points & Questions

• Shortcut Learning Universality
o Is this phenomenon specific to vision-language tasks?
o Do pure LLMs exhibit similar shortcuts in reasoning?
o What makes VLMs more susceptible?

• Caption vs. Reasoning Trade-offs
o Could enforcing detailed captions constrain reasoning flexibility?
o Is there unnecessary verbosity?
o Where's the optimal balance?

• Alternative Grounding Mechanisms
o Beyond captioning: scene graphs, object detection, segmentation masks?
o Could multimodal embeddings provide implicit grounding?
o What's the minimal grounding needed?
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DeepSeek-R1-Zero

A description of methodology and emerging capabilities of 
DeepSeek-R1-Zero

GRPO cost function and advantages formula

DeepSeek V3 671B: 15.6%

Training: 146k prompts (math, code, STEM, logic, general) with 

64*8 H800 GPUs for 198 hours



Adapting GRPO to VLMs

• Training: 38k prompts (math, charts, STEM, spatial 
reasoning) with base model Qwen-VL-2.5-72B 

• Uniform rewards within group results in zero 
advantage
o Base model training w/o reasoning

o Insufficient batch size, diversity in prompts, etc.

• Similar to Prioritized 

Experience Replay (ICLR 

'16)

• Improves convergence rate 

with sparse rewards

Vanishing Advantages

Selective Sample Replay



Forced Rethinking



Evaluation

• Not dramatic enough



Ablation Tests

Same as base model

Yeah, Science!

(selects rethinking in hindsight)

• Test-time forced rethinking not effective

• Varying rethinking ratio across datasets 

for VL-Rethinker



Discussion

• Multi-stage pipeline with cold start 
data, SFT (DeepSeek-R1)

• Retrieve reasoning traces from LLMs 
using image captioner (R1-Onevision)



Multimodal Chain-of-Thought 

Reasoning in Language 

Models
Zhuosheng Zhang, Aston Zhang, Mu Li, Hai Zhao, George Karypis, Alex Smola

TMLR



Chain-of-Thought (CoT) Prompting

• LLMs can improve reasoning by generating intermediate steps

Wei, Jason, et al. "Chain-of-thought prompting elicits reasoning in large language models." Advances in neural 

information processing systems 35 (2022): 24824-24837.



Multimodal CoT Prompting

• Traditional CoT focuses on language modality alone

• Real-world reasoning requires both text and visual information
o e.g., Understanding science questions requires reading text AND interpreting diagrams

• Challenge: How to effectively combine vision and language for reasoning?



Two Primary Paradigms

•  Prompting LLMs
o Transform the input of different modalities into a unified modality and prompt LLMs to perform 

CoT

▪ e.g., generate a caption for an image by a captioning model, and then concatenate the caption with 
the original language input to be fed into LLMs

o Risk of information loss when transforming vision signals into textual descriptions.

• Fine-tuning smaller models
o Fine-tune smaller LMs by fusing multimodal features

o Challenge: Smaller models (<100B parameters) struggle with hallucination



Challenge of Multimodal-CoT

• Fine-tune a text-only baseline (FLAN-AlpacaBase) for 
CoT reasoning on ScienceQA

• The model takes the concatenation of tokens of 

o Question text (Q)

o Context text (C)

o Multiple options (M) 

• Three formats

o No-CoT: predicts the answer directly (QCM→A)

o Reasoning: answer inference is conditioned to the 
rationale (QCM→RA)

o Explanation: rationale is used for explaining the 
answer inference (QCM→AR)

• Results: rationales might not necessarily contribute 
to predicting the right answer, why?



Challenge of Multimodal-CoT

• Separate the CoT problem into two stages

o Rationale generation (RougeL: 90.73%)

o Answer inference (Accuracy: 78.57%)

• Reason: model tends to generate hallucinated 
rationales that mislead the answer inference



Can Multimodality Contributes to Effective 
Rationales?
• Hypothesis: Hallucination is due to a lack of necessary vision contexts

• Solution 1 (basic)

o transform the image into a caption and then append the caption in the input of both stages

o yields marginal performance gains (↑0.80%)

• Solution 2 (advanced)

o Feed the image to ViT to extract vision features, and then fuse the vision features with the encoded 
language representations before feeding the decoder

o RougeL score of the rationale generation: 90.73% -> 93.46%

o Answer accuracy of 78.57% -> 85.31%

o 60.7% hallucination mistakes have been corrected



Multimodal-CoT: Framework

• Two stages

o Rationale generation: language and vision inputs -> rationales

o Answer inference: language and vision inputs + rationales -> answer

• Both stages share the same model structure but differ in the input and output



Multimodal-CoT: Model Architecture

• Encoding

o Language: Transformer encoder for text

o Vision: Frozen ViT-large for patch-level image features

o Output: Aligned representations (H_language, H_vision)

• Interaction

o Single-head attention between text tokens and image patches

o Gated fusion mechanism combining language and vision representations

• Decoding

o Transformer decoder generates target text



Experiments: Setup

• Datasets

o ScienceQA: 21k multimodal multiple-choice questions (science domain)

o A-OKVQA: 25k knowledge-based VQA questions

• Implementation Details

o Backbone: T5 (Base 200M, Large 700M)

o Vision features: Frozen ViT-large



Experiments: Setup

Example of Science QA 

• Question: What is the occupation of the person 
driving?

• Options: ["waiter", "farmer", "cashier", 
"musician"]

• Answer: 1 ("farmer")

Example of Science QA 

• Question: Which animal's mouth is also adapted 
for bottom feeding?

• Options: ["discus", "armored catfish"]

• Answer: 1 ("armored catfish")

• Subject: natural science



Experiments: Main Results - ScienceQA

• Key Results

o Multimodal-CoT Large (738M): 90.45% 

o Previous best published: 86.54%

o Human performance: 88.40%



Experiments: Main Results - A-OKVQA

• Multimodal-CoT Base: 50.57% 

• Baseline comparisons

o Language-only: 47.86%

o Improvement: +2.71% over language-only baseline

• Shows the approach generalizes beyond ScienceQA



Ablation Study

• Full model: 85.31%

o Without two-stage framework: 82.62% (-2.69%)

o Without vision features: 78.57% (-6.74%)

• Both components essential for strong performance



Analysis - Convergence Boost

• Two-stage methods achieve higher accuracy earlier in training

• Vision features enable faster convergence to better performance

• Practical benefit: Reduced training time needed



Analysis - Scaling to Large Models

• Leverage InstructBLIP and ChatGPT to generate rationales

• Trains with generated rather than human-annotated rationales

• Results with generation: 87.76% (vs. 90.45% w/ annotation)

• Implication: Approach scales to domains without existing annotated reasoning chains



Analysis - Robustness

• Backbone Model Generalization: Approach benefits multiple backbone architectures

• Vision Feature Comparison: ViT superior but other features also effective



Error Analysis (50 error cases)

• Commonsense mistakes: 80%

o e.g., map interpretation, object counting

• Logical mistakes: 14%

o e.g., comparison errors, contradictions in reasoning

• Other: 6%

o e.g., CoT empty

• Implications: Future work should focus on visual 
feature quality and commonsense knowledge 
integration



Discussion

• Strengths

o Two-stage framework: 

▪ Rationale generation (vision + language)

▪ Answer inference (uses generated rationale)

o Analysis of why naive CoT fails and how vision features solve it

• Weaknesses 

o Error analysis only on 50 samples

o Frozen ViT features, no end-to-end vision-language optimization

• Limitations

• Commonsense gap: 80% errors need external knowledge (e.g., maps, counting)

• Domain-specific: Evaluated primarily on educational/scientific QA



Discussion

• Implications 

o Multimodal information is crucial for grounding reasoning chains

o Two-stage design is useful for multimodal reasoning tasks

• Future Works

o Integrate commonsense knowledge bases

o Extend to other modality pairs

o Apply to more reasoning-heavy tasks



Recent Development in Multimodal CoT Reasoning

Wang, Yaoting, et al. "Multimodal chain-of-thought reasoning: A comprehensive survey." arXiv preprint arXiv:2503.12605 (2025).

(omitted for length)



Related Works - MCoT Methodologies

• Prompt-based 

o Zero- / Few-shot

• Plan-based 

o Dynamic exploration during reasoning 

o Debate-based reasoning

• Learning-based 

o Fine-tuning with reasoning data

o Trend: Shift toward test-time scaling post-OpenAI o1



Related Works - Applications with MCoT Reasoning

• Embodied AI

o Multi-robot coordination

o Spatial Reasoning

• Healthcare

o Surgical triplet recognition

o Medical VQA

• Human-centric

o Empathetic dialogue

o Multimodal sentiment analysis

• Agentic Systems

o Long video understanding

o Multi-scene video generation

• And more

Zhang, Han, et al. "Towards multimodal empathetic response generation: A rich text-speech-vision avatar-based 

benchmark." Proceedings of the ACM on Web Conference 2025. 2025.



Related Works - Key Challenges & Future 
Directions
• Computational Sustainability 

o Exponential growth in resources for long-MCoT

o Balancing reasoning depth vs. cost

• Limited Generalization 

o Lack of robust reasoning in general scenarios (vs. math/science)

• Error Propagation 

o Small inaccuracies compound

• Modality Imbalance 

o Uneven progress across modalities (text/image > audio)

• Other Open Problems 

o Ethical and safety considerations
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