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New Original intent: | need something like
Labeled . this for my apartment. Can you
Labeled Data & add one to my wishlist?

and
Unlabeled

Data Similarity
Learning

Deep-Learning
based

Clustering . \‘

How can perception deal with changing | | How can we scale robotics in DL era?
environments and the open world? Fome e e | e R Scaling up Robotics

Robust Open-World Learning = « Better simulation w/ NeRFs/3D

« Past: Semi and self-supervised, How can we use VLMs for Learning, + Self-supervised and pre-training
few-shot, continual learning Planning, and Reasoning Agents « Combinations with large language

« Open-world learning and Vision- Planning & Reasoning and multi-modal models
Language Models * VLMs for reasoning/planning * Long-Context Models

« Robust fine-tuning of VMs/VLMs * Grounding « Vision-Language Action Models
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What are Vision-Language & Multi-Modal Models?

Why, and why now?

Logistics

Q&A

) Agenda for Today



What is multimodality?

multimodal adjective

mul-ti-mod-al ( mal-té-mo-d®l«y) ) -ti-

: having or involving several modes, modalities, or maxima

multimodal distributions

| multimodal therapy

In our case, focusing on NLP: text + one or more other modality (images, speech,
audio, olfaction, others). We’'ll mostly focus on images as the other modality.




Why does multimodality matter?

A range of very good reasons:

e Faithfulness: Human experience is multimodal
e Practical: The internet & many applications are multimodal
e Data efficiency and availability:
o  Efficiency: Multimodal data is rich and “high bandwidth” (compared to language;
quoting LeCun, “an imperfect, incomplete, and low-bandwidth serialization

protocol for the internal data structures we call thoughts”), so better for learning?
o Scaling: More data is better, and we're running out of high quality text data.

Multimodality is one of the main frontiers of the new foundation model revolution.




ChatGPT / Foundation Models /

Bings A.l. Chat: ‘[ Want to Be
Alive. &’

In a two-hour conversation with our columnist, Microsoft’s new
chatbot said it would like to be human, had a desire to be
destructive and was in love with the person it was chatting with.

Here's the transcript.

£ Grotisanide > [] CJ1ek

https:/fwww.nytimes.com/article/ai-artificial-intelligence-
chatbot.html

ARTIFICIAL INTELLIGENCE

ChatGPT is about to revolutionize the
economy. We need to decide what that looks

https://www .technologyreview.com/2023/03/25/1070275/chatgpt-revolutionize-economy-decide-what-looks-like/

. buzzwords?

Exam
Uniform Bar Exam (MBE-MEE4MPT)
LSAT
SAT Evidence-ased Reading & Writing
SAT Math

Geaduate Record Examination (GRE) Quantitative

Graduate Record Examination (G

Graduate Record
USABO Semifinal Exam 2020
USNCO Local Section Exam 24
Medical Knowledge Self. Assessment

mination (GRE) Writing

Codeforees Rating
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AP Biclogy
AP Caleulus BC
AP Chemisiry
AP English Languags and Composition
AP English Literature and Composition
AP Enviroumental Scieace
AP Macroeconomics.
AP Microccononics
AP Physics 2
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AP Siatsties
AP US Government.
APUS History
AP World History
AMC 107
AMC 12"

Introxtustory Sommelier (theary knowledge)
Certified Sommelier (theory knowledge)
Advanced Sommelier (sheory knowledge)

Leetcode (easy)
Leeicode (medium)

Lecicode (hard)

GPT4
208 {400 (-O0th)
163 (~#iah)
7104800 (~93r)
7004 500 (-59th)
163/ 170 (-60h)
1691 170 (~99th)
416 (~54th)
87150 (99th - 100th)
36460
8%

397 (below Sth)
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3 (71st- 88)

2 (1th - $41iy
28t - 220d)
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5 (8S5th - 100ch)
5 (8bth - 100ch)
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4 (65t - 5y
301150 (6ch - 12th)
01150 (45th - 66
9%

8%

e
31041
21480
3145

4 (o vision) GITAs

208 / 400 (-00tk)

161 (~&3¢d) 149 (~40uh)
6701 500 (571
590 1 S0 (~701
147 1170 =25
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6901 800 (~891h)
15T/ 170{~620d)
165 /170 (-361k)

243 /400 (- 10t}

154/ 170 (-63rd)

GPT-40
OPENAI'S

N
ST4150 (99h- 100h) 437150 (3151 - 33rd)
38460 24760
LATEST MODEL
5 (86th - 100th} 5 (86¢h - 100th}
5 (85th - 100th) 4{62nd - 85th)
4 (d3ed - 50th) 1 (Oth - Tth)

4708 BB 202204 - 461}
2 (14ih - 444h) 2(14th - 44ih)
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5 (85th - 100th) A(77th - Bih)
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6% S8
7% 6%
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Tabl PT performance on academic
Conditns scoring of the real exam. We report

and professional exams, In each case, we simalate the

1 GPT-4's fint score gruded scconing 10 eam-

pesific rubrics, as well as the percentile of tesi-takers achicving GPT-4's

GPT4 technical report, OpenAl, March 2023




Homogenization of Deep Learning

Homogenization is the consolidation of methodologies for building machine learning systems across a
wide range of applications.

* Enabled by modular, plug-n-play nature of neural networks and training

* Consequence: Multi-modal, unified architectures, unified tasks (next-token prediction)

Example: The Transformer Models (Vaswani et al., 2017)

Decoder output
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Decoder T

Encoder
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Encoder input Decoder input H{- ] ﬂ T @ - . ﬁ} % W M E
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_ Transformer Models Almost identical model (Visual
originally designed for NLP Transformers) can be applied to

Computer Vision tasks




Emergence of new behaviors

Emergence means that the behavior of a system is implicitly induced rather than explicitly constructed.
For Deep Learning, emergence is often induced by larger model & more data.

Example: Compared to GPT-2’s 1.5B parameter parameter model,

GPT-3’s 175-billion model permits “prompting” and “in-context

learning”, i.e., adapting to a new task simply by describing task.

Zero-shot One-shot Few-shot
Example input (prompt): s e 175B Params
. P P (p P ) . Natural Language /,\,;;V“{‘:\"y =
Ask it to translate French to English %0 Prompt I
\ e
50 Vo e
maison — house, chat — cat, chien — dog g /ﬁ
; > 40 74
o’ 3 / ¢
prompt completion 5 . / \
:f.d 30 / S No Prompt
7 E
20 // ]
10/
o : e 1,3B Params
e
0 10 10'

Number of Examples in Context (K)




How/what should we train?

a group of men are
- fishing on a beach

Using what data?

drei Manner in einem

-——

Ruderboot
What tasks can we do? /’
a brown dog runs after

% / a black dog on a shore
Language Model

4 - ~ _  2wei Hunde spielen auf
dem Strand

Visual Feature Space  § Features Space  ~__ girlhitsaballand the

(Encoder) ~ ~ — catcher looks on

What should the chiedsrichter beobachtet
. " |Baseballspieler
interface be?

Decoder

VLMs: Considerations




Potential ways of representing an image?
Image encoder

Any architecture: ResNet, Vision transform
(VlT) Vision Transformer (ViT)

MLP
Head
Transformer Encoder |
- 0) 8)0 ) 8) @) ) @5

Randomly initialized, SL/SSL pre-trained

[ 1 ] eabe dd [ Lmear Pl‘Q]CCthﬂ of Flattened Patches
| l |
* T % |

fa s

Slide by Vicente Ordoénez

Image Representations Gecrala |




Method of alighment: Contrastive Learning Downside? Coarse-grained.

2. Create dataset classifier from label text Has to represent .
1. Contrastive pre-training (somewhere) notion of

[ plane | objects, relationships,
— . o | locations, etc.)
ex
ERERED | Encoder a photo of Text
a {object}. Encoder 7 h
I I P I S : :
— L Iy LTy IpTy - Iy
-~ I, LT M ohl LTy - | ITy
— .
o It P
. li Tmags 3. Use for zero-shot prediction ! 4 k
- 1 d i > Iz IsTy IgT, I3y - Igdy
£ n T T3 N
. . Image
Slngle lmage — Iy IvT Iyt IyTs - Iy Encoder 5 Lely LTy Lils 11T

Encoder - l
(ResNet, ViT)

Radford et al., Learning Transferable Visual Models From Natural Language Supervision

) CLIP: Learning More Aligned Represenations




Image-level contrastive pre-training Transfer to open-vocabulary detection

D Object image embeddings

ot Query [ ] Object box embeddings
€ embeddings
"bird Text embedding "giraffe’ 9 _

sitting e 'tree’ —>| Transformer 10 Predicted

on a tree'
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ntenm-‘

nteriol -
c3 interion
' (3 '
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A A—>r'giraffe"'

] o
. 8 4 0—>rgiraffe’
[l

projection

nn
—

I

CLLEET

bus =
fllf bu. ruxembout 3 €3 datei bus lux
3

o

B : datei bus luxe
T—

interior

file map athenian
fnle map athemal

31 bc eII

Minderer et al., Simple Open-Vocabulary Object Detection with Vision Transformers
Minderer et al., Scaling Open-Vocabulary Object Detection

Open-Vocabulary Detection Georgia |

Tech!



Output: text
3 Pretrained and frozen = a very serious cat

Trained from scratch t
n-th LM block #*

I —

° FI . N | n-th GATED MATTM-DENSE
a.l l I In g O . Perceiver Perceiver
Resampler Resampler P Lﬂlblnd! *
1 f 15t GATED XATTN-DENSE
Vision Vision -
Encoder Encoder Processed text ]

<image> This is a very cute dog.<image> This is

Interleaved visual/text data

“.-‘ | Thiz is a very cute dog.@ This is
l

&
2

Language Model

Connection Module

Vision Encoder

Pre-trained: 70B Chinchilla

Perceiver Resampler
Gated Cross-attention + Dense

Pre-trained: Nonrmalizer-Free ResNet (NFNet)

Slide by Chunyt’Jan Li
Georgia
Tech ﬂ'

Flamingo
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“a little girl holding a kitten next to a blue fence”

BLIP: Bootstrapping Language-lmage Pre-training for Unified Vision-Language Understanding and Generation




* BLIP2

Vision-and-Language Vision-to-Language
Representation Learning Generative Learning

-

* Write a romantic messaga
that goes alang this photo,

. Q-Former
‘Querying Transformer

Lowe is like a sunaet, it's

([Eo-B@] Text Pl o s e B
Cuerias when it does it's 50 beautiful
Bootstrapping Pre-trained Bootstrapping Pre-trained
Image Models Large Language Models (LLMs)

Language Model Pre-trained: FLAN-T5/OPT

Q-Former: Lightweight
Querying Transformer

. Contrastive pre-trained:
Vision Encoder EVA/CLIP

Connection Module

Slide by Chunyuan Li
Georgia ﬂ

Tech|)




Recap on Language Modeling: Large Language Models (LLM)

@ OpenAl GPT-2 ———» GPT-3 B ChatGPT —®» GPT-4
InstructGPT
What's new? In-context-learning In-context-learning In-context-learning
Chain-of-thoughts (CoT) Chain-of-thoughts (CoT) Chain-of-thoughts (CoT)
Instruction-Following Instruction-Following

Multimodal Input with image

Multimodal Flamingo
Space 2:—T|P2 Multimodal GPT-4

Slide by ChL{nyt’Jan Li
| GPT4-V Ga P Gogon i




Downside?

GPT-assisted Visual Instruction Data Generation

* Rich Symbolic Representations of Images
* In-context-learning with a few manual examples

- Text-only GPT-4

Context type 1: Captions

A group of people standing outside of a black vehicle with various luggage.
Luggage surrounds a vehicle in an underground parking arca

People try to fit all of their luggage in an SUV.

The sport utility vehicle is parked in the public garage, being packed for a tri
Some people with luggage near a van that is transporting it.

Context type 2: Boxes

person: [0.681, 0.242, (.774, 0.694], person: [0.63, 0.222, (0.686, 0.516], person: [0.444, ().233,
0.487, 0.34], backpack: [0.384, 0.696, 0.485, 0.914], backpack: [0.755, 0.413, 0.846, 0.692],
suitcase: [0.758, 0.413, 0.845, 0.69], suitcase: [0.1, 0.497, 0.173, 0.579], bicycle: [0.282, 0.363,
0.327, 0.442], car: [0.786, 0.25, 0.848, 0.322], car: [0.783, 0.27, 0.827, 0.335], car: [0.86, 0.254,
0.891, 0.3], car: [0.261, 0.101, 0.787, 0.626]

Slide by ChL{nyt‘Jan Li
) Data — Using Captions Geqozn




Visual Question ‘ Video-Language | |Visual Reasoning and Compositional Natural Language for

, | Answering (VQA) | Inference (VLI) | | Question Answering (GQA) Visual Reasoning (NLVR)
~—>»  Classificaon ——>» : , ,
‘ Visual Entailment Visual Commonsense Category Recognition ‘ Grounding Referring
(VE) Reasoning (VCR) (CR) Expressions (GRE)
: Multi-modal Sentiment
> Regression > " 4 halysis (MSA)
: Vision-Language
Downstream Tasks ——<—> Retrieval > Retrieval (VLR)
: ) A [ Visual Captioning | [Novel Object Captioning at | . :
o Generation ;—» (V) J Scale (NoCaps) H Visual Dialogue (VD) ‘
( [Multi-modal Machine| | Vision-Language | [ Optical Character |
g v > Transiation (MMT) | | Navigation (VLN) | | Recognition (OCR) _

VLP: A Survey on Vision-Language Pre-training, https://arxiv.org/pdf/2202.09061



https://arxiv.org/pdf/2202.09061
https://arxiv.org/pdf/2202.09061

Visual Math and Text Reasoning Visual-Conditioned Joke/Meme Spatial/Coordinate Understanding

What is “a” in the first equation? @ What is funny about it? Where is the frisbee?
What is y in the last equation? What is the relative position of the frisbee and the man?

R NOW.
5+a:7 |40+y=45 The value of “a” in the first equation “5 oo =S (‘?"»’«'-3'&‘&73“‘ The h“mo_f in the comic may come from oo The frisbee is located at coordinates oo
+a=7"is2. tha tast the situation, the characters, or the (63,119,133,177).
10+y=15 |39+a=41 dialogue. The person is feeling unwell
2040222 [240y=29 The value of “y” in the last equation and is asked. if they Gl [N )7 have The frisbee is located above the man in
| “34+y=39"is5. the coronavirus, which is a current and the image. The man is falling on the
48+a=50 15+a=17 relevant topic. The humor may come ground while the frisbee is in the air. The
1 from the absurdity of the situation or the frisbee is also closer to the top of the
0+a=12 [34+y=39 unexpectedness of the question. image than the man..
Visual Planning and Prediction Multi-Image Reasoning Multi-Hop Document Understanding
@ What should | do after kneading the dough, before dividing it How much in total did | spend on travel? Excluding the regular cab, what is the average total fueling
into pieces? For how long? How much in total did | pay for taxes? cost?
Y e After kneading the dough, you should You spent $1299.90 on airfare and $43.83 The average total fueling cost excluding
: put it in a warm place before dividing it on an Uber ride for a total of $1343.73 on T the Ford F150 (Regular Cab) is $76.55. This
into pieces, according to the recipe in travel. is calculated by taking the sum of the total
PANG ~ theimage. fueling cost of Toyota RAV4 and Honda
@ e i You paid $323.23 in total for taxes. This Civic and dividing it by 2. ($82.56 +
- g You should put the dough in a warm = T = includes $321.90 for taxes and fees for $70.55) / 2 = $76.55.
% place for 1 hour. o o = the flight purchase and $1.33 for sales Fors Toots | Honde
f ) tax for the Windmill Family Restaurant. — e e
= Total fueling cost
Open-World Concept Understanding Video Summarization/Event Localization
What s the brand of these drink? Which @ Who are the celebrities in this image? @ Is it safe to eat this mushroom? Can you breakdown this video tutorial to step-by-step
one is unsweetened? instructions, with start and end time?

- 8B The brand of these
P @ drinks is “BETTER THAN

it MILK". The unsweetened
™| oneis “BETTER THAN
MILK organic OAT
DRINK”".

Keira Knightley and ey
Natalie Portman are

the celebrities in this
image.

Morel mushrooms are
generally considered safe
to eat when properly
cooked.

oo

em=lgmy | gmes

+++ Add Lettuce Add Tomato  Add Bacon -+

Yang et al., MM-ReAct MM-ReAct: Prompting ChatGPT for Multimodal Reasoning and Action

Motivation: Vision-Language Models Gequlh




Conditional Diffusion Models

Conditional

Diffusion

An astronaut riding
a horse in a
photorealistic style

Simple idea: just condition the model on some text labels !
€g(xt, 7, t)

Georgia "
Tech|)



Latent-space Diffusion

Problem: Hard to learn diffusion process on high-resolution images

Solution: learn a low-dimensional latent space using a transformer-based
autoencoder and do diffusion on the latent space!

real/fake

| r r
),.Ill Illl. A

Codebook Z Transformer

p(s) = IL; p(sils<i) ..

¢ o r r
7' Ll

\

. \ -~
argmin; ez |2 — zi|
B T
quantization

Esser and R



Videos!

https://research.nvidia.com/labs/toronto-ai/VideoLDM/o-video/



; : N S
/Zero-shot Touch Understanding Cross-modal Retrieval ( Zero-shot Image Synthesis with Touch
| :
Input touch  Text prompts: (age Audio Toxt Input touch Input touch
T Ty W “Itis " =3 [ 74755 ?'.:‘-,
[ CLASS ] " touching . G e |
the string ool
Guitar of a guitar. 1
Touch-LLM ) L

Can you tell me materials and hardness @ i?'gfué.rence Ofigjitial liniags
, . : : o
Réfaratice of objects in the touch image? \_ )
| F ) N
. ﬂsimilarity Batorence s lnput touch @ X-to-Touch Generation
Input Generated Input Generated
[ [ e touch text
w0 r
2 "The surface
© :’ Q of densely
O (>} The materials of the objects in the woven or
| (=) touch image are likely to be rocks, or looped
stones, which is a hard and durable. carpet.”
\_ Score oF A )

e

Yang et al., Binding Touch to Everything: Learning Unified Multimodal Tactile Representations, CVPR 2024

) Other Modalities




Fusion: Early, mid, late
Pre-training? Instruction tuning? RLHF?
Data Generation
Training Objectives
Alignment between modalities
Grounding
Discriminative / Generative
Promptable/steerable models?
VLM Reasoning?
Applications
Zero-shot/open-vocabulary perception
Multi-Modal Tasks
Captioning, Vision-Question Answering
Decision-Making (Web GUI Agents, Embodied Al, etc.)
What are we improving? How does it come about?

) Important Concepts / Considerations



Multitask Instruct with
Established Datasets

Multimodal
In-Context Learning

More Modalities
(Beyond VL)

mPlug-Owl

OpenFlamingo

Otter/MIMIC-IT
M3IT MetaVL

Multilnstruct ChatBridge

InstructBLIP

XM pandaGPT

Multimodal GPT Evaluation

SpeechGPT

Video OCR

Dense
Prediction

Efficient
Adaptation

POPE: Hallucination
LAMM LVM-eHUB

Videochat
Video-LLaMA

VisionLLM
Contextual DET

LLaMA-Adapter v2
LAVIN

Adversarial Robustness

Applications

PathAsst

Image
Generation

GILL

PMC-VQA

LLaVA-Med

LLaVA
(Liu et al. 2023),

MiniGPT-4
(Zhu et al. 2023)

Seminal LMM
Multimodal GPT4 Flamingo  PaLM-E KOSMOS-1

Vision-Language Explosion (2023) Geouslal

=




Understand the architectural, training, dataset, and
evaluation aspects of multi-modal models.

Be able to compare & contrast

Have a holistic picture of the space

Develop skills to read papers, identify gaps/limitations,
create novel methods, and rigorously evaluation them.

Develop skills for presenting research results.

) Learning Objectives
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Xijia Polina Zhang



This will be a participation-driven course
In-person attendance will be mandatory!
No remote option, no recordings except for accommodations

Don’t come in sick please!!l

Delivery Format



It's all deep learning — We expect some deep learning background!

CS 7643 (Deep Learning) or similar

Survey:

* Deep Learning class/equivalent?

e Transformers?

* PyTorch/Tensorflow?

* Vision? Language? Audio? Other?

e ECCV? CVPR? EACL? CHI? ICRA? COLING? ICLR?

 What do you want to get out of the class?

We do not expect deep experience in all modalities!

) Recommended Background


https://mediaspace.gatech.edu/media/Deep%20Learning%20Lectures/1_69hw712u
https://mediaspace.gatech.edu/media/Deep%20Learning%20Lectures/1_69hw712u
https://web.eecs.umich.edu/~justincj/teaching/eecs498/WI2022/schedule.html
https://web.eecs.umich.edu/~justincj/teaching/eecs498/WI2022/schedule.html
https://www.youtube.com/watch?v=YAgjfMR9R_M&list=PL5-TkQAfAZFbzxjBHtzdVCWE0Zbhomg7r
https://web.stanford.edu/class/cs224n/
https://web.stanford.edu/class/cs224n/
https://web.stanford.edu/class/cs224n/
https://web.stanford.edu/class/cs224n/

 15% Class Participation
» 20% Paper Reviews
* 15% Paper Discussion

* 50% Project
* 5% Proposal
* 10% Midterm Presentation
* 15% Final Presentation & Video
» 20% Final Report

Credits: This course was designed with materials and inspiration from great courses such as Learning from
Limited Labels and Internet Data Science

) Grading Components



https://sites.google.com/view/cs7647fa23
https://sites.google.com/view/cs7647fa23
https://faculty.cc.gatech.edu/~adainotti6/cs8803-ids

Sign-up is first come first served. Each paper needs a pro/con presenter, compare/contrast can be selected once that is full.

Paper selection subject to change.

Discussion Lead
T Topic paper Presenter 1 - Pros Pr@enter 2-Cons Presenter 3 cun!parefcontrast, Related Work
(First Last Name) (First Last Name) (First Last Name)
Thu, Zug 28 CLIP, ALIGN, & CoCa
Tue, Sep 3 Open-Vocabulary (e.g. OWL/VZ, LSeg)
Thu, Sep 5 Datasets / Eval
.
w Some changes from last time:
Thu, Sep 12 FLAavVA
Thu, Sept 1% Frozen o +1 Iectu re On VL'VI
Tue, Sep 24 Flamingo llh . t . I)) d |
Thu, 3ep 26 BLIP / BLIP-2 IS Orlca mo e S
Tue, Oct 1 Llava / LLaval.5/Llava-NeXt/Llava-OneVision [ ) |V| O re p a p e rs O n re Ce nt
Thu, Oct 3 Intern-VL
Tue, Oct 8 UnifiedVLP/Unified0-2 a d Va n Ce m e nts
Tue, Cct 10 Chameleon
Thu, Qct 24 ViperGPT
Tue, Qct 28 MM-CoT/ReAct
Thu, Cct 31 Web Agents (WebGUM, SeeClick)
Tue, Nov 5 Embodied Al (PALM-E/RT-2, etc.)
Thu, How 7 Something with other modalities (e.g. audio) from Owens et al. Another option is ImageBind
Tue, Howv 12 A Framework for Multi-modal Learning: Jointly Moedeling Inter- & Intra-Modality Dependencies
Thu, Nov 14 Survey paper
Thu, Now 1% Survey paper

Last Year’s Schedule




Template (instructions are in Word
comments)

1-page review of each paper (except
if presenter).

Due: 11:59 pm ET on the day
before class. Late reviews will not
be accepted.

We will drop your lowest 3
submissions.

Limit reviews to 1-pg using our
review template

) Paper Reviews

I ame: [Name here] GTID: [GTID here]

Paper Title: [Fill in paper title]
lS‘um mary (~3-5 senten cesj

[Fill in summary here]

Istrengths of Paper (List 2-5 strengths, bullet list]

|Weaknesses of Paper (List 2-5 weaknesses, bullet Iistj

|Reﬂections {Relate to other work, comment on future directions, list any new ideas after readingi

[Fill in reflections here]

|Whal'5 the most interesting idea from this paper (could be in the paper or paper prompted you to ha\rEH

[Fill in interesting thought/idea here]



https://gtvault-my.sharepoint.com/:w:/g/personal/zk15_gatech_edu/EcbF7caWH_ZCiCvajWeBWFwBgJw-Taschn_RzxOdaGt6Yw?e=MIzpws
https://gtvault-my.sharepoint.com/:w:/g/personal/zk15_gatech_edu/EcbF7caWH_ZCiCvajWeBWFwBgJw-Taschn_RzxOdaGt6Yw?e=MIzpws

~1 page total (separated into parts below)

Detailed review
* Brief (¥3-4 sentence) summary
* Main contribution
e Strengths? Weaknesses?
Relationship observed between the papers we are reading
Pull out most interesting thought
View class webpage for details

Werite in your own words and proof read (this is individual work!)

) Paper Reviews




Template
For each paper, two to three students will be responsible for a 45-
minute presentation including:
« Jointly - set of slides summarizing the paper (problem, methods,
experiments)
» Each student presenting one focused slide on strengths,
weaknesses, and (if there is a third student) related papers

After (or during) the presentation we will have in-depth discussions! In
addition to the above, you will have to jointly: Come up with five
questions/points of discussion

Add any additional resources for students to explore if background is
needed or they would like to learn more

) Paper Presentation



https://gtvault-my.sharepoint.com/:p:/g/personal/zk15_gatech_edu/EaNaMziKFmZItx2msSxI5EkB21B0vwOpi7US58T9aoQnQA?e=IFN9rq
https://gtvault-my.sharepoint.com/:p:/g/personal/zk15_gatech_edu/EaNaMziKFmZItx2msSxI5EkB21B0vwOpi7US58T9aoQnQA?e=IFN9rq

» Submit draft slides:
» Friday before week of presentation (Tuesday presentation)
 Monday on week of presentation (Thursday presentation)

« Submit final form the night before class presentation 11:59 pm ET
» Option of a practice presentation during office hours (optional).

Paper Presentation



Sign-up is first come first served. Each paper needs a profcon presenter, compare/contrast can be selec
Paper selection subject to change.

Discussion L
T Topic Paper Presenter 1 - Pros Praenl:et 2 - Cons
(First Last Name) (First Last Name)
Thu, Aug 2% CLIP, ALIGN, & CoCa
Tue, Sep 3 Open-Vocabulary {e.g. OWL/v2, LSeg)
Thu, Sep 5 Datasets [ Eval
Tue, Sep 10 ViLT
Thu, Sep 12 FLAVA
Thu, Sept 19 Frozen
Tue, Sep 24 Flamingo
Thu, Sep 26 BLIP / BLIP-2
Tue, Oct 1 Llava / LLaval 5/Llava-NeXt/Llava-OneVision
Thu, QOct 3 Intern-VL
Tue, Oct B UnifiedVLP/Unified|0-2
Tue, Oct 10 Chameleon
Thu, Oct 24 ViperGPT
Tue, Cct 29 MM-CoT/ReAct
Thu, Oct 31 Web Agents (WebGUM, SeeClick)
Tue, Nov 5 Embodied Al (PALM-E/RT-2, etc.)
Thu, Nov 7 Something with other modalities (e.g. audio) from Owens et al. Another option is ImageBind
Tue, Nov 12 A Framework for Multi-modal Learning: Jointly Modeling Inter- & Intra-Modality Dependencies
Thu, Nowv 14 Survey paper
Thu, Nov 1% Survey paper

Paper Presentation - Schedule

Let me know if you may drop the
course, before signing up.

Note: We will release semi-
finalized list by tomorrow
morning

Feel free to suggest papers!

Papers subject to updating, but
similar topic outline

Sign up by Monday




* 50% Project
* 5% Proposal
* 10% Midterm Presentation
* 15% Final Presentation & Video
» 20% Final Report

* Goal is to develop a novel approach to a multi-modal problem
« Shooting for publications at top venues highly encouraged!




Possibilities
* Design and evaluate a novel approach
* A novel application, use case
* Extension of a technique studied in class
* Be creative!
Target is a research paper at a good conference

Work in teams of 3-4 (varies by enrollment)

Sign up for teams by September 6 11:59PM ET

)




Three in-class presentations (class schedule coming tonight)

Project proposal [5%]

Project update [10%]

Final presentation and short video [15%]
Final report [20%]

) Project




Make sure you are saying everything we need to know to understand you

Practice presenting and make sure you know what you want to cover
e Practice is the BIGGEST driver of good presentations

Think about your audience
Make your talks visual and animated

Stick to the time limit!

) Presentation Tips



Clearly define the problem statement (input, output)
Place your work in the context of existing work

Lay out a set of claims and the set of experiments you’ll conduct to
demonstrate your claims and effectiveness of approach
* Did your claims actually get validated by results?

Present a timeline
e Concrete goals for the next update
* Propose long shot goals
* Present updates following same plan
e See class webpage for more details

) Presentation Tips




Use any language / platform / package you like

No support for code / implementation issues will be provided — this is not
a programming assignment!

Al Assistants OK for implementation
* Butyou are the driver of the creativity, novelty, and approach!

) Project Implementation



Grade Percentage Range

A 90% and above
B 80% - 89%
C 70% - 79%
D 60% - 69%
F Below 60%

Grading Scale



1. Read first, Write later. Read the ENTIRE set of posts/comments before posting.

2. Avoid language that may come across as strong or offensive. Language can be easily
misinterpreted.

3. Follow the language rules of the Internet. Do not write using all capital letters, use
emoticons to temper.

4. Consider the privacy of others. Ask permission prior to giving out a classmate's email
address or other information.

5. inappropriate material. Do not forward virus warnings, chain letters, jokes, etc. to
classmates or instructors. The sharing of pornographic material is forbidden.

Be professional, objective, and kind!

NOTE: The instructor reserves the right to remove posts that are not collegial in nature
and/or do not meet the Online Student Conduct and Etiquette guidelines listed above.

) Etiquette Gegroia |




What is the collaboration policy?

e Collaboration
— Encouraged for presentation and project (team members)
— Can also discuss anything with classmates, but reviews must all be written by you!
* Cite all resources, including collaborators, used
— Each student writes their own answers

e Al Assistants:

— Paper Reviews, Presentations, Ed Posts/Discussions: NO! All materials submitted for these deliverables
must be entirely your own.

— Project: It is OK to discuss the projects with others (of course including your team) and you are free to
use whatever online codebases, blogs, resources, and Al coding assistants (e.g. Copilot) if you wish.
Explicitly acknowledge any and all resources used. Describe how you used Al if you did.

* Zero tolerance on plagiarism
— Neither ethical nor in your best interest
— Always credit your sources, Don’t cheat. We will find out.




How do | get in touch?

* Primary means of communication -- Ed
— No direct emails to Instructor unless private information
— Instructor/TAs can provide answers to everyone on forum
— Class participation credit for answering questions!
— No posting answers. We will monitor.
— Stay respectful and professional

)




GT Resources for Mental Health

Georgia Tech Police Department Collegiate Recovery Stamps Psychiatry Center
Emergency: Call 911 | 404-894-2500 Program 404-894-1420

Dean of Students Office 404-894-2575 | VOICE

404-894-2565 | studentlife gatech.edy  c0Unseling.gatech.edu 0, 205 4464 |

Afterhours Assistance Line & Dean on Counseling Center 404-385-4451

Call: 404-894-2204 404-894-2575 | 24/7 Info Line: 404-894-9000 |

Center for Assessment, Referral and counseling.gatech.edu  voice.gatech.edu

Education (CARE) Health Initiatives Women’s Resource Center

404-894-3498 | care.gatech.edu 404-894-9980 404-385-0230 |
healthinitiatives.gatech. womenscenter.gatech.edu
edu

Veterans Resource Center
LGBTQIA Resource 404-894-4953 |

Center veterans.gatech.edu
404-385-4780 |

Igtbgia.gatech.edu

Georgia Crisis and Access Line National Suicide Prevention Hotline
1-800-715-4225 1-800-273-8255

The crisis line is staffed with professional A national network of local crisis centers that provides
social workers and counselors 24 hours free and confidential emotional support to people in
per day, every day, to assist those with  suicidal crisis or emotional distress 24/7.

urgent and emergency needs. Georgia State Psychology Clinic

Trevor Project 404-413-2500
1-866-488-7386 The clinic offers high quality and affordable
Trained counselors are available to psychological services to adults, children, adolescents,

support anyone in need. families and couples from the greater Atlanta area.




Computing
* Major bottleneck: GPUs

* Options
— Your own / group / advisor’s resources

— PACE-ICE (w/ some H100s)

— Google Colab

* jupyter-notebook + free GPU instance

— Google Cloud credits
* Tutorial on setting up gloud: https://github.com/cs231n/gcloud

)



https://github.com/cs231n/gcloud

FAQ

e Canlaudit? No ®

 Willl get a seat?

— We can’t expand class size. Waitlist is only hope.




Read the class website thoroughly after my initial Ed post tonight
Tentative schedule will be up by tonight

Sign up to lead a discussion by Monday August 25th

Probability of dropping class? Talk to me first.

Start thinking about project teams

) Coming Up




VISION-
LANGUAGF

e Have fun!

VISION LANGU AGE
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