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Problem Statement

• Visual encoders in VLLM much less parameters than LLM (~1B vs ~1000B)

VLLM Visual Encoder (params) LLM (params)

BLIP-2 (2023) ViT-L/14 (~0.4B) Flan-T5-XXL (11B) 

or OPT (6.7B) 

LLaVA-1.0 (2023) CLIP ViT-L/14 (0.4B) LLaMA (13B)

MiniGPT-4 (2023) CLIP ViT-L/14 (0.4B) Vicuna-13B (LLaMA 13B base)



Problem Statement

• Train visual encoder and language model separately

Visual encoder produces tokens that don’t naturally align with LLM



Problem Statement

• “Glue Layer”: module connecting 

• Too simple (linear projection) lose information, poor alignment

• Too heavy (transformers) adds computational overhead



InternVL



Approach



Training Data for stage 1 and 2

• Publicly available

• Multilingual content

• Combination of datasets and filter out 
low quality data



Stage 1: constrastive pretraining

• InternViT-6B and LLaMA-7B trained 
with contrastive loss

• Match image embeddings and textual 
embeddings

• Align visual and textual feature 
spaces



Stage 2: Generative pretraining

• InternViT-6B and QLLaMA frozen

• QLLaMA inherits LLaMA-7B weights from 
stage 1, InternViT-6B inherits weights as 
well

• Cross-attention to connect vision features 
into LLM

• image-text contrastive (ITC) loss

• image-text matching (ITM) loss

• image-grounded text generation (ITG) 
loss

• Extract powerful visual representations 
(further alignment with LLM)



• Bridges gap between vision encoder and LLM (makes visual features into 
“acceptable” tokens for LLM)

• Inherited weights from LLaMA already “speaks” LLM

• Cross-attention query tokens attend to vision features

QLLaMA (Query LLaMA)



Training Data for stage 3

• High quality instruction data



Stage 3: Supervised Fine-Tuning 

• InternViT-6B and QLLaMA frozen

• Vicuna-13B: instruction-tuned LLaMA, 
partially trainable via MLP adapters

• Train with supervised fine-tuning



• (a) contrastive (stage 1): zero-shot classification, retrieval

• (b) generative (stage 2): captioning, retrieval, zero-shot image-text tasks

• (c) vision encoder outputs fed directly into Vicuna-13B

• (d) full system for multimodal dialogue (stage 3): InternVL-Chat



Linear evaluation for image classification

• Significant improvement over 
previous SOTA



Semantic segmentation on ADE20K

• Few-shot: fine-tuning backbone with 
linear head on limited dataset

• InternViT-6B consistently outperforms 
ViT-22B



• Leading performance on various ImageNet variants

• Robust multilingual capabilities

Zero-shot image classification



• Powerful multilingual image-text retrieval capabilities

• InternVL-G better results InternVL-C (thanks to language middleware QLLaMA)

Zero-shot image-text retrieval



• MME 14 subtasks focused on perception and cognition abilities

• POPE evaluates object hallucination

Multi-Modal Dialogue



Limitations

• Some feature misalignment

• Relied on noisy web data

• Can only handle limited resolution

• Weaknesses with abstract reasoning tasks



InternVL InternVL2 InternVL2.5 InternVL3

InternVL Family

InternVL2 (07/2024): 

• Bigger model family (1B – 108B)

• Dynamic resolution tiling

• Compression 

Limitations:

• Not fully unified

• Still computationally heavy

InternVL2.5 (late 2024):

• Transition between InternVL2 and InternVL3

• Data quality filtering

• Optimize visual token compression



InternVL3



Background

• InternVL2.5 still has not unified multimodal pretraining

• Reasoning strategies can still be improved



Variable Visual Position Encoding (V2PE)

• position encodings that can vary

• Better understanding of long multimodal without losing spatial coherence



Native Multimodal Pretraining (NMP)

• Interleave multimodal data with large scale textual corpora

• Model learns linguistic and vision-language alignment together, reducing 
mismatch between modalities



Post-Training

• Supervised Fine-Tuning: higher-quality and more diverse data than prior 
versions

• Mixed Preference Optimization (MPO): preference-based learning (positive vs 
negative samples) to align model outputs closer to what humans prefer



Test-Time Scaling

• “best-of-N”: multiple responses are generated

• Critic model (VisualPRM-8B) picks the best

• Improves reasoning/math domain evaluations



Best performance in all those tasks

Results on various generic visual-linguistic tasks



Multimodal reasoning and mathematical 
performance

• Strong performance on all tested benchmarks



• “w/ VisualPRM-Bo8”: the model is evaluated with Best-of-8 settings

• Competitive performance 

OCR, chart, and document understanding 
performance



• Multi-image: competitive results approximating GPT-4o

• Real-world comprehension:  

Multi-image and real-world understanding performance



OpenCompass multimodal academic leaderboard: evaluates models across 
many tasks (math, OCR, reasoning, VQA, chart understanding…)

Performance of various MLLMs



Limitations

• Huge compute cost

• Substantial memory cost

• Latency in inference (“best of N”)



• Further results in reasoning abilities

• Better inference efficiency

InternVL3.5 (2025)



Thanks!
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